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ABSTRACT

Math is the science and study of quality, structure, space, and change.

It seeks out patterns, formulates new conjectures, and establishes

the truth by rigorous deduction from appropriately chosen axioms

and definitions. The study ofmathmakes a person better at solving

problems. It gives someone skills that can use across other subjects

and apply in different job roles. In the modern world, builders use

math every day to do their work, since construction workers add,

subtract, divide, multiply, and work with fractions. It is obvious

that math is a major contributor to many areas of study. For this

reason, math information retrieval (Math IR) deserves attention

and recognition, since a reliable Math IR system helps users find

relevant answers to math questions and benefits all math learners

whenever they need help solve a math problem, regardless of the

time and place. Moreover, Math IR systems enhance the learning

experience of their users. In this paper, we present "0'42 , a rec-

ommender system that retrieves and ranks math answers based on

their textual content and embedded formulas in answering a math

question. "0'42 ranks a potential answer � given a math ques-

tion& by computing the (i) KL-divergence score on� and& using

their textual contents, and (ii) the subtree matching score of the

math formulas in& and� represented as XML trees. The design of

"0'42 is simple and easy to understand, since it solely relies on a

probability model and an elegant tree-matching approach in rank-

ing math answers. Conducted empirical studies show that "0'42

significantly outperforms (i) three existing state-of-the-art MathIR

systems based on an offline evaluation, and (ii) two top-of-the-line

machine learning systems based on an online analysis.
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1 INTRODUCTION

Math information retrieval (Math IR) is a relatively young field that

applies information retrieval techniques to extract math answers

that contain either formulaic expressions, their related contents,

or both. Researchers first published works in this field in the early

21st century [29], and in the past decade, the number of scholarly

articles with math content submitted to ArXiv has doubled [17].

With such rapid growth and demand to offer advanced technol-

ogy in retrieving math information, it is essential to invent novel

and innovative approaches for researchers and ordinary users to

search for math content in the STEM area with works published in

scientific community and non-technical documents.

One of the design goals of Math IR is to retrieve math answers

based on their relevance to a given user question with math for-

mulas and textual content. There are many design issues and chal-

lenges, however, that make previous IR techniques unsuitable for

formulaic questions. Consider how a user might search for an ar-

ticle that explains how to compute the formula
∑=
8 8

2 + 2
√
8 . Using

existing IR models, such as TF-IDF [26], BM25 [35], or web search

engines, the user would be presented with documents that contain

the keywords “summation", 8 , and =, or the mathematical formula
∑=
8 8

2 + 2
√
8, but not necessarily a discussion on the nature of the

formula or how to compute the equation. Existing IR systems in

document processing, which analyze wordings in a math question

with formulas alone, cannot retrieve relevant answers, since they

are incapable of examining the content of math formulas.

There are also significant difficulties in ranking math answers

based on math questions. Consider how a user may search for the

solution to a problem using the Rice’s theorem, which states that

!("1) = !("2) ⇒ <"1> ∈ % iff <"2> ∈ % . A web engine search

may rank multiple documents that are unrelated to the specified

formula straightly based on the math notations involved. With sci-

entific documents including a combination of discussions on var-

ious notations and formulaic expressions, it is essential to rank

documents with their textual content and math notations based

on their degrees of similarity with respect to a particular question

on the formula. Solving this problem will alleviate the difficulties

of ASK [2] for Math IR, and allow researchers and ordinary users

to find answers that are relevant to their needs.

To meet the user’s information needs on answering math ques-

tions, we propose "0'42 , a "ath answer Recommender system,

for retrieving and ranking math answers based on their textual con-

tent and embedded formulas in answering the corresponding math

question. "0'42 relies on (i) KL-divergence (also called Kullback-

Leibler divergence) [6] to compare content matches, and (ii) an

XML multiple tree matching algorithm to compare the formulaic

https://doi.org/10.1145/3624918.3625337
https://doi.org/10.1145/3624918.3625337
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matches. "0'42 first computes the degree of similarity of the tex-

tual content of a question and its counterpart in a potential answer

using KL-divergence. Hereafter,"0'42 scores the math formula in

the question and its correspondent one in the answer based on an

XML representation of the formulas, which are converted into tree

structures to be matched. These two different measures are com-

bined to create a robust ranking value to establish the order of rele-

vant answers to the math question to be recommended. Empirical

study conducted to verify the performance of "0'42 on recom-

mending math answers has shown that it outperformed existing

Math IR systems and the results are statistically significant.

2 RELATED WORK

Math IR, which is quite new, has gained attention in the last two

decades and many researchers in Math IR have proposed different

algorithms [14, 19, 31, 49] to extract math information. "0'42 is

a hybrid textual and formula analysis approach, which is signifi-

cantly different from existing Math IR systems presented below.

Text-Based. The text-based approaches convert math formu-

las into text and then apply the traditional textual question-and-

answer methods to answer math questions. Math Language Pro-

cessing (MLP) [37] first extracts variable identifiers from math for-

mulas and locates the definiens, which are phrases that define

identifiers, from the text of math questions. Hereafter, MLP de-

termines the matching answers to a math question by comparing

the definiens of the identifiers in the math question and the po-

tential answers. Another text-based Math IR system, the Math In-

dexer and Searcher (MIaS) system [32], transforms math formulas

in Math Markup Language (MathML)1 into math tokens (called

M-terms), which are comma-separated bag of tokens in MathML.

MIaS ranks the potential answers to a math question using the TF-

IDF on M-terms extracted from the question and answer formulas.

Vector-Based.The vector-basedMath IR systems convert math

formulas into vectors. Two well-known vector-based Math IR sys-

tems are proposed in [11, 33]. Dadure et al. [11] and Pathak et

al. [33] create a bit position information table for math entities2

and then transform math formulas and questions into the corre-

sponding binary vectors through the bit table. The main difference

between these two methods is their ranking strategy. Pathak et

al. rank the results by counting the number of matching set bits,

whereas Dadure et al. order the results by computing the relevance

score, which is calculated based on the number of matching bits

minus the number of different bits.

Tree-Based. The tree-based approaches represent math formu-

las in tree structures. Existing tree structures used for capturing

math formulas fall into one of the two different types: Symbol Lay-

out Tree (SLT) [27, 45] and Operator Tree (OPT) [46]. Tangent-L

[30] converts MathML into a SLT and applies �"25+ to rank the

potential answers, whereas Tangent-S [12] transformsMathML into

an OPT and employs a linear combination of the structure simi-

larity scores between the transformed questions and potential an-

swers for ranking the potential answers.

Machine Learning-Based. Researchers have trained ma-

chine learning models to answer multiple-choice math questions.

1Math Markup Language (MathML) [10], an application of XML, describes math no-
tations and captures their content using XML tags and elements.
2Math Entities are elements in MathML.
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Figure 1: The overall process of"0'42

Sequence-to-Sequence Neural Network model [25] uses Long

short-term memory (LSTM) to train a machine to understand the

formula portion of mathematical questions and predict the correct

answers from multiple choices. The mathematical problem solver

proposed by Wang et al. [43] adapts the gated recurrent units

(GRU) algorithm to convert math word questions into equations

and predicts the correct answer from multiple choices. Other exist-

ing transformer models are trained by natural language [13, 23].

3 OUR MATH ANSWER RECOMMENDER

It is anticipated that a Math IR question & contains textual infor-

mation and a math formula, whereas an answer � to & is a docu-

ment that consists of the textual information (as an explanation)

and a math equation, which serves as a potential answer to& . Tra-

ditional Math IR systems [18, 39] often analyze only the textual

portion of& and� but exclude the formula portion of& and�. We

propose to retrieve and rank� to& based on the (i) degree of resem-

blance of their math formulas, which is treated as a tree matching

problem, and (ii) textual similarity of& and�, which are treated as

language models by using KL-divergence. Prior to extracting and

ranking answers to a math question & , we apply a classifier that

determines the subject area to which& belongs to speed up the pro-

cess of searching for its answers. The overall process of our Math

IR system, denoted "0'42 , is shown in Figure 1.

3.1 A Math Question Classifier

We first train a classifier that categorizes a corpus of math ques-

tions and answers into their respective categories, such as algebra,

geometry, number theory, probability, set theory, etc., which cover

different subject areas in math. Hereafter, we match a question &

to a potential answer � based on the category to which & and �

belong.We have chosen theMultinomial Naïve Bayes (MNB) classi-

fier [9], since it is simple and effective, to perform the classification

by first converting user questions and answers into an event space.

3.1.1 Multinomial Event Space. An event outline is a set of pos-

sible events (or outcomes) from some process. A probability is as-

signed to each event in the event space, and the sum of the proba-

bilities over all of the events in the event space must equal to one.

To adapt and create this event space, we total all the word frequen-

cies for each document, i.e., a user question or an answer in our

case, in a category and create a vector where each dimension is

the probability to find that word in the category.

% (2 |3) = % (3 |2)% (2)
∑

2∈�
% (3 |2)% (2) =

=
∏

8=1
% (F8 |2)% (2)

∑

2∈�

=
∏

8=1
% (F8 |2)% (2)

,

where % (2) = #2

#
, and �;0BB (3) = 0A6 <0G2∈�% (2 |3) (1)
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where % (2 |3) is the probability of document 3 in class 2 , % (3 |2) is
the probability that3 is observed given 2 , % (F8 |2) is the probability
of the word F8 given 2 , % (2) is the probability of observing 2 , � is

the total number of classes, = is the total number of distinct words

in 3 , #2 is the number of training documents in 2 , and # is the

number of training documents.

3.1.2 The Multinomial Classifier. The MNB classifier is a linear

classifier, suitable for classification with discrete features, such as

word counts for text classification. The multinomial distribution

requires integer feature counts as

% (3 |2) =
∏

F∈+
% (F |2)C 5F,3 , and % (F |2) = C 5F,2 + 1

|2 | + |+ | (2)

where C 5F,3 is the frequency of occurrence of wordF in document

3 , C 5F,2 is the frequency of occurrence of F in class 2 , |2 | is the
number of words in the documents of 2 , and + is the number of

distinct words in the corpus of documents.

3.2 KL-Divergence

KL-divergence, or Kullback-Leibler divergence, is a statistical dis-

tance used to measure the degree of difference between the CAD4

probability distribution % and probability distribution & which is

an approximation to % . A probability distribution is defined as a

statistical function detailing the potential value a variable can have

and the odds of each value occurring. KL-divergence is defined as

 !(% | | &) =
∑

G

% (G);>62
% (G)
& (G) (3)

One of the applications of KL-divergence is to use it as a mea-

surement of the textual similarity between two language models

% and & , and in our "0'42 system, they are the question lan-

guage model and answer language model, respectively. The ques-

tion model characterizes the usage of words in a math question to

be processed by "0'42 , whereas the answer model identifies the

term occurrences in a potential answer to the question. An answer

document can be viewed as a very small sample of text generated

from the question model, which is a much larger sample of text.

We apply KL-divergence in matching the textual portion of a po-

tential answer document, denoted"�, with the textual portion of

a math question, denoted"& , by approximating how well the tex-

tual content of"� can be used for matching the content of"& .

3.2.1 KL-divergence Based on Term Frequency. To calculate the KL-

divergence score of"� and"& simply based on the frequency of

terms occurred in"� and"& , respectively, denoted !��0B8B , we

first filter"& and "� by removing stop words and then stem the

remaining words. Given the non-stop, stemmed word list,& of

"& and the non-stop, stemmedword list,� of"�, KL-divergence

for the textual similarity of,& and,� is computed as

 !��0B8B (,& | |,�) =
∑

F∈,&∩,�

,& (F);>62
,& (F)
,�(F) ,where

,& (F) = 5 A4@(F,,&)
|,& | , and,�(F) = 5 A4@(F,,�)

|,�|
(4)

The KL-divergence score between a perfectly-matched ,& and

,�, with the same matching frequency of each word in,& and

,�, yields the value 0. The text of,� that is closely approximated

to the text of,& yields a low KL-divergence value close to zero.

3.2.2 Enhanced Versions of Our Term-Frequent-Based KL-divergence.

 !��0B8B can be further enhanced based on the TF-IDF [9] and

Clarity approaches [3]. In  !��0B8B , the KL-divergence score of

a potential answer � to a math question & is simply established

using the frequency of each wordF in � co-occurred with the fre-

quency ofF in& . TF-IDF offers an alternate method that evaluates

a target word’s weight by computing not only its frequency of oc-

currence in,& (,�, respectively), but also the ratio of questions

(answers, respectively) that include the word in,& (,�, respec-

tively). Besides using TF-IDF, we have also developed another alter-

native KL-divergence score, called  !��8E4AB8C~, which evaluates

words in math questions and answers by topical reference instead

of just frequency and is derived from the word clarity approach [3].

KL-Divergence based on TF-IDF, denoted  !�) �−��� . TF-
IDF evaluates the significance of a word or “term" based on the

term’s frequency (TF) and its inverse document frequency (IDF).

In other words, TF measures the word’s weight within a docu-

ment, which is either a potential answer � or a question & in our

case, whereas IDFmeasures theword’s weight relative to the entire

dataset, which is the set of potential answers, �s, to a math ques-

tion. The following equation shows an alternative version of our

 !��0B8B , with two components abstracted into parts for TF-IDF.

 !)�−��� (,& | |,�) =
∑

F∈,&∩,�

,& (F) log
,& (F) × )� -���,&

,�(F) × )� -���,�
,

where,& (F) = 5 A4@(F, ,&)
|,& | , ,�(F) = 5 A4@(F, ,�)

|,�|

)� -���,& (F) = )�,& × ���,& =
5 A4@(F, ,&)

<0G ( 5 A4@(;,,&) : ; ∈,&)

× log
#D<14A_> 5 _&D4BC8>=B

|{,& ∈ & : F ∈,&}| , and

)� -���,� (F) = )�,� × ���,� =
5 A4@(F, ,�)

<0G ( 5 A4@(;, ,�) : ; ∈,�)

× log
#D<14A_> 5 _%>C4=C80;_�=BF4AB

|{,� ∈ �B : F ∈,�}|
(5)

KL-Divergence Based on Word Diversity. Words in a ques-

tion can be classified into different topics based on the degree of

diversity of the words3. A word in a question& with a high degree

of diversity suggests that the word plays a significant role in rep-

resenting different topics covered in & . Based on this observation,

we treat a potential answer with words of high degree of diversity

that cover various topics in& to be highly relevant to the semantics

of& ."0'42 integrates the word diversity measure into  !��0B8B
to further enhance the degree of accuracy in computing the tex-

tual similarity between & and its potential answers. To determine

the diversity of each word in & , "0'42 trained a Latent Dirichlet

Allocation model (LDA) [4] to identify the topics of & .

LDA, which is a topic generative probabilistic model for a cor-

pus and a powerful unsupervised learning algorithm, classifies doc-

uments in the corpus to different latent topics based on the distri-

bution ofwords in the documents. Given a set of documents( , LDA

3Word diversity refers to the logical/meaningful connection among various words.
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generates a set of latent topics, and each topic contains a list of non-

stop, stemmed words that are rated according to their probability

of co-occurrence in ( . "0'42 employs LDA to classify words in a

math question& to different topics based on the number of words,

i.e.,,& , in the textual portion of& and the number of predefined

topics. The larger the size of,& is, the larger the number of topics

should be generated to balance the number of words in each topic.

Given a math question & , after the training process using LDA

on & is completed, LDA generates a number of topics, each of

which is a ranked list of words, for & . Words in each topic are

ranked according to their relative probability values of the topic

such that words in the topic with higher probability values are

ranked higher. Aword can appear inmultiple topics, and the higher

the number of topics it appears in, the higher the degree of diver-

sity the word is. The diversity of a word is defined in Equation 6.

�) (F) = |C ∈ C>?82B : F ∈ C |
=D<_C>?82B

, where =D<_C>?82B = (_ |,& |) (6)

After comparing the results using different _ values, _ in Equa-

tion 6 is set to be 1
15 which is the most ideal value to determine the

number of topics based on the experimental results (see Section 4.3

for the empirical study on choosing _). Since lowly-ranked words

in a topic have low degree of coherence to the topic, we only con-

sider the top-: ranked words, denoted =D<_: , of each topic for

textual content similarity measure in  !�38E4AB8C~.

=D<_: = 0 + '>D=3 (=D<_C>?82

1
) (7)

After considering different potential values of0 and1 in Equation7,

the ideal 0 and 1 are set to be 2 based on an empirical study. (See

Section 4.3 for the empirical study on choosing the values of “0"

and “1".)"0'42 that combines the diversity and the KL-divergence

measure to enhance the basic KL-divergence is given below.

 !�8E4AB8C~ (,& | |,�) =
∑

F∈2><_:4~F>A3B

,& (F) log ,& (F)
,�(F) × �) (F) ,

where 2><_:4~F>A3B =,& ∩,� ∩
=D<_C>?82B

⋃

8=1

C>?828 [: =D<_:],

,& (F) = 5 A4@(F,,&)
|,& | , and,�(F) = 5 A4@(F,,�)

|,�|
(8)

where F are the common words among,& ,,�, and the com-

bined list of top-=D<_: words in each topic, denoted 2><_:4~F>A3B .

KL-divergence based onDiversity between a perfectly-matched,&

and,� yields the value 0.

3.3 The Approximate tree Matching Approach

One of the most important functions of a Math IR system is match-

ing the math formula in a user question to the one in its potential

answers [24, 29, 41, 49, 50]. To determine whether twomath formu-

las are the same or similar, we develop )A44"0C2ℎ, an unordered

approximate tree matching algorithm.

In)A44"0C2ℎ, we represent math formulas by using"0Cℎ"!, a

markup language aims to facilitate the (re)use of mathematical and

scientific content on theWeb. Since"0Cℎ"! is an XML structured

language, the relationship of mathematical notations in a math for-

mula is captured in a hierarchical manner. Based on the nested hier-

archy structure of a math formula as captured in its corresponding

MathML file, we convert the nested structure into a tree. We apply

)A44"0C2ℎ to determine the similarity between any two math for-

mulas represented by their respective MathML structure, which is

our math formulas matching strategy.

There are four different types of tree patternmatching: identical

matching, sub-treematching, partialmatching, and emptymatching.

Two identically-matched trees come with the same structures and

node labels, whereas a sub-treematch between two trees indicates

that the two trees impose a containment relationship, i.e., one tree

is a subtree of the other tree, but not vice versa. A partial match

occurs when two trees have overlapping branches, but do not com-

pletely overlap, whereas empty matching of two trees implies that

there is no branch in common between the two trees. Moreover,

there are two types of tree matching algorithms: ordered and un-

ordered. Ordered tree matching requires that the sibling nodes (at

the same hierarchical level under the same parent node) of two

trees are in the same order, whereas unordered tree matching does

not impose this constraint. In the representation of math formulas,

if two subtrees have the same hierarchical order and their corre-

sponding nodes are different only in their identifiers (i.e., variables)

or numerical values, we treat the two trees as identical.)A44"0C2ℎ

adapts the unordered tree matching approach which can handle

all four different tree pattern matches and ignore the differences

in mathematical identifiers (numerical values, respectively).

To accomplish the task of matching math formulas in MathML,

we first transform the XML representation of each math formula

into a tree pattern4 and apply )A44"0C2ℎ to match the two tree

structures. Given the query (also called target) tree &) specified

in a math question & and a potential answer (also called candidate)

tree�) in a document� that are converted from the math formula

given in& and � , respectively,)A44"0C2ℎ compares the degree of

similarity between the two trees based on two different scores.

3.3.1 The Depth Score of TreeMatching. )A44"0C2ℎ computes the

Depth_Score of &) with respect to �) based on the depth of each

branch in &) that matches a branch in �) . Assume that &� is the

list of branches of &) and �� is the list of branches of �) . For

each branch &�8 (1 < 8 ≤ |&� |) in &�, )A44"0C2ℎ determines the

length of the longest common sub-sequence 38 of&�8 among each

branch�� 9 (1 < 9 ≤ |�� |) in��, and the depth_score of the branch
&�8 is computed as 38/|&�8 |. The overall Depth_Score of &) with

respect to �) , which is in the range between 0 and 1, is defined as

�4?Cℎ_(2>A4 (&),�) ) =
∑|&� |
8=1 �4?Cℎ_B2>A4 (&�8, �) )

|&� | (9)

Example 1. Given the following equations:

∫ 1

−1

1

G

√

1 − G
G

ln

(

2G2 + 2G + 1

2 G2 − 2G + 1

)

dG (10)

∫ ∞

1

ln
(

D2+2D+2
D2−2D+2

)

√

D2−1
2

3D (11)

4We use the ElementTree XML API [16] to parse a MathML file into its tree structure.
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(a) A portion, 1−G
G

, of the ques-

tion formula tree of Equation 10

(b)A portion, D
2−1
2 , of the answer

formula tree of Equation 11

Figure 2: The tree depth measure between two subtrees

Let Equation 10 (11, respectively) be the formula in a user ques-

tion & (potential answer �, respectively). A subtree of the query

tree &) of Equation 10 is shown in Figure 2a, whereas a subtree

of the potential answer tree �) of Equation 11 is depicted in Fig-

ure 2b. The depth score for each branch between the two sub-

trees is shown at the bottom of each branch in Figure 2a. Consider

the highlighted branches in Figure 2. The longest common subse-

quence of the two branches is [“msqrt",“mfrac", “mrow"] and its

depth score is 3/7. The �4?Cℎ_(2>A4 between the subtrees of &)

and �) rooted at “msqrt" is (5/7 + 3/7 + 5/7 + 2/6)/4 = 0.55. �

3.3.2 The Edit-Distance Score of Tree Matching. )A44"0C2ℎ deter-

mines the number of nodes that need to be adjusted to yield a

matching between two trees by using our unordered tree edit dis-

tance algorithm. The edit distance between two trees is the mini-

mum edit cost required to transform one tree into the other. There

are three different edit distance operations: insertion, deletion, and

substitution. Given a subtree � in &) and a subtree � in �) , the

edit distance between � and �, denoted 3 (�,�), is the minimum-

weight series of edit operations that transforms � into �.

• Insertion. Let � = DE and � = DGE , where D and E are sequences

of nodes (including none) and G is a single node, then inserting

G between D and E in � yields DGE = �.

• Deletion. Let � = DGE , and � = DE , then deleting G from �

changes � to �.

• Substitution. Let � = DGE and � = D~E , where ~ ≠ G , then

substituting G by ~ in � generates �.

To minimize the tree-matching cost, we apply the cost estima-

tion algorithm in [47], which adapts the Levenshtein distance5 that

determines the edit distance of two trees. )A44"0C2ℎ calculates

the edit distance between �) and &) by setting the penalty to

1 for each insertion, deletion, or substitution operation. To keep

5The Levenshtein distance is an algorithm that measures the difference between two
sequences.

Edit_Distance_Score in the same range as Depth_Score, )A44"0C2ℎ

normalizes the Edit_Distance_Score to be in the range of 0 and 1.

�38C_�8BC0=24_(2>A4 is defined below, where |&) | (|�) |, respec-
tively) denotes the number of nodes in &) (�) , respectively).

�38C_�8BC0=24_(2>A4 = 1 − �38C_�8BC0=24 (&),�) )
|&) | + |�) | (12)

The two scores, i.e., Depth_Score and Edit_Distance_Score, mea-

sure the similarity of any two given trees. They are all within the

range 0 and 1, and the higher the score, the more similar the answer

tree is to the query tree. The final score of matching �) and &) is

the average of the two scores of the two trees.

"0C2ℎ8=6_(2>A4 =
�4?Cℎ_(2>A4 + �38C_�8BC0=24_(2>A4

2
(13)

The Matching_Score return 1 if &) and �) are matched identi-

cally. If the Depth_Score is 1, but the Matching_Score is less than

1, then &) and �) are sub-tree matching, but not identical. If the

Matching_Score is 0,&) and �) are distinct trees, i.e., their match-

ing is empty. If the matching is neither an identical match, sub-tree

match, nor empty match, then it is a partial match.

3.4 Query-Answering

To determine the ranking score of a potential math answer � to

a particular math query & , we apply the Borda Count approach

[8], which is a data fusion technique, to (i) the matching score (of

the formulas) and (ii) one of the KL-divergence variant scores, i.e.,

the content similarity score, of � and & , to compute the degree of

likelihood of � being a potential answer to &6.

4 EXPERIMENTAL RESULTS

In this section, we (i) present the experimental results based on

the empirical studies conducted on "0'42 , (ii) evaluate the per-

formance of the proposed recommender system on retrieving and

ranking relevant answers to math questions, and (iii) compare its

performance with other baseline Math IR Models7.

To conduct our empirical studies on"0'42 , we rely on existing

datasets to provide the source data that include math questions

and answers. After examining various datasets, we have chosen

the Mathematics Stack Exchange8 dataset that is robust and com-

plete. Mathematics Stack Exchange is a math QA website for peo-

ple studying math at any level to post math questions and offer

answers to questions and allows professionals in related fields to

communicate with one another. In addition, Stack Exchange users

are allowed to rank different answers to amath question to indicate

their relative degrees of relevance to the question. Stack Exchange

users are also given the option to identify answers to a math ques-

tion that are incorrect or inaccurate and alert other users the de-

gree of accuracy of answers to a math question provided by others.

Besides picking the dataset, we have also chosen five baseline

Math IR models and compared their performance with "0'42 .

These five baseline Math IR models cover a wide variety of Math

6The source code of our tree matching and the implementation of the vari-
ants of our KL-divergence measures is available at https://drive.google.com/drive/
folders/13gNTSsJwPsY2-URG4m0eD55HIuEcBp-M?usp=sharing.
7All the empirical study and experimental results are available at https://drive.
google.com/drive/folders/1Xvy3U9jXTW_hyXxiCEJNfV4NPm-44Fgn? usp=sharing
8https://math.stackexchange.com/
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IR methods, which are text-based, vector-based, tree-based, and

machine learning-based, as discussed in Chapter 2. In comparing

the performance of each of these baseline models with"0'42 , we

use the same Mathematics Stack Exchange (MSE) dataset that in-

cludes math questions and their corresponding answers. For the

text-based, vector-based, and tree-based baseline models, we con-

ducted an offline evaluation to compare their performance with

"0'42 . We treat answers extracted fromMSE as ground-truth data

and the performance evaluation of these models, including"0'42 ,

are based on these ground-truth data. For the machine learning-

based model, we performed an online evaluation instead, since ma-

chine learning Math IR models generate new answers on their

own, whereas "0'42 selects the answers from the MSE dataset,

and it requires end users, who serve as appraisers, to evaluate the

relevance of the answers extracted and ranked by the machine

learning-based models and "0'42 .

4.1 The Dataset

There are three well-known datasets used by existing Math IR sys-

tems, i.e., MSE, arXiv9, and Wikipedia10. Using MSE data, ARQ-

Math creates a dataset that includes (i) a formula file that contains

all the formulas from 100 questions, and (ii) an HTML file that

consists of all the questions in HTML format. NTCIR-12 task (the

3A3 Math Information Retrieval task at an international IR evalua-

tion forum) also offers two datasets for its Math IR task: the arXiv

dataset, which contains 105,120 scientific articles, and the English

Wikipedia dataset, which consists of 319,689 documents.While the

arXiv and Wikipedia datasets are math articles on different topics,

MSE is an online math QAwebsite that offers answers to questions

with rankings. We decided to create a dataset from MSE, instead

of using other existing Math IR datasets, since MSE provides ques-

tions and corresponding answers with rankings, instead of simply

math articles. Moreover, answers extracted from MSE are shorter

than their Wikipedia and arXiv counterparts, and thus are easier

to process. Although ARQMath is also a MSE dataset, its size is

relatively too small for our performance evaluation.

MSE database contains 1,547,227 questions, each of which is as-

signed three ormore answers11 . These datawere extracted through

the API provided by the MSE website as the dataset. All the data

in the dataset are in JSON format. Each question in the dataset

contains 50 fields. Since the majority of these fields are not use-

ful for our empirical study, we only retained the question ID and

the body of each question. Each answer in the dataset contains

34 fields, and we only kept the ranked score, the answer ID, the

question ID the answer belongs to, and the body of each answer.

In the body field of questions and answers, the textual content is

represented in HTML format, while each mathematical formula is

displayed in LaTeX format. To augment the processing of these

data fields, we convert the textual portion of the data from HTML

to plain text paragraphs and the formulas from LaTeX to MathML

using existing converter tool12. A score of an answer is the ranking

score provided by a MSE user to the answer. We use these scores as

9www.arxiv.org
10http://www.cs.rit.edu/∼rlaz/NTCIR12_MathIR_WikiCorpus_ v2.1.0.tar.bz2
11The complete dataset is available at https://drive.google.com/drive/folders/1ZHhxaI8
Jyw0TtHwabgsOmZyTmQ9Fwf9P?usp=sharing
12https://github.com/roniemartinez/latex2mathml

the ground truth values to evaluate the ranking strategy of"0'42

and the baseline Math IR models.

The dataset used for online performance evaluation of "0'42

was downloaded fromWolfram alpha13, which is a QAwebsite that

offers answers tomath questions to enhance users’ math analytical

skills. We randomly downloaded 540 questions and 7,634 different

answers (see Section 4.4.2) that yield the 2=3 dataset for evaluation.

4.2 Performance Evaluation of Our Math
Question Classification Approach

To evaluate the effectiveness of our classifier in categorizing math

questions among different subject areas, we rely on the accuracy

ratio, i.e., Accuracy =
�>AA42C;~_2;0BB8 5 843_8=BC0=24B
)>C0;_=D<14A_>5 _8=BC0=24B

, where )>C0;_

=D<14A_> 5 _8=BC0=24B is the total number of questions to classify,

which is 377,492 our case, extracted from the MSE dataset, which

includes the subject area of each question, and Correctly_ classi-

fied_instances is the number of questions correctly assigned to their

corresponding categories by the Naïve Bayes classifier.

We used the Naïve Bayes classifier (see details in Section 3.1.2)

to determine the subject area category to which each question be-

longs. We tested the accuracy of the classifier by partitioning the

training queries, training the classifier with 80% of them and test-

ing it with the remaining 20%. The classifier determined the correct

subject area category for 87% of the test questions. The accuracy of

classification was slightly lower, in low-80 percentile, for the sub-

ject areas that are closely related, such as Geometry and Trigonom-

etry, which is anticipated due to their common attributes. Overall,

"0'42 is still effective in retrieving relevant answers toMath ques-

tions posted by users for miscalculated categories due to the con-

sideration of similar textual contents using KL-divergence.

4.3 An Offline Evaluation on "0'42

We conducted an offline performance evaluation of"0'42 by com-

paring "0'42 with three other existing Math IR systems that are

well-established in the field in terms of their reputation in extract-

ing relevant answers to math questions. We did not include AR-

QMath, since ARQMath is a math question answering evaluation

task, not a Math IR system.

• MIaS (Math Indexer and Searcher) [38].MIas, which is amath-

aware, full-text based model, allows users to query math formu-

las and textual content in documents. The model first splits a

document into textual and math portion and then indexes the

text content in a conventional way. Hereafter, it detects partial

matches of formulas by ordering the operands of the commuta-

tive operations, tokenizing the formula, and performing a vari-

able and constant unification. MIaS assigns each indexed math

expression a weight based on how far the actual formula is from

the original representation, converts the XML nodes in each for-

mula to a linear string form, and uses TF-IDF to calculate the

matching score of an answer.

• Tangent-CFT [28]. Tangent-CFT is a vector-based Math IR

model. It generates tuple sequence of a math formula with pairs

of symbols and their relative positions and applies FastText,

13https://www.wolframalpha.com/
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which is derived from the word2vec model, to embed the for-

mula. Hereafter, each tuple is assigned an =-dimensional vector

and Tangent-CFT applies the cosine similarity measure to calcu-

late the matching score of the formulas.

• Tangent [40]. Tangent is a tree-based Math IR model that con-

verts a formula to a symbol layout tree. The model creates in-

dices in a hash table that maps symbol pairs in formulas to a list

of expressions containing them. Querying an index in a hash

table requires mapping every matching expression into a list

of symbol pairs it has in common with the question. For the

ranking functions, Tangent applies F-Measure to determine the

matching score of formulas.

4.3.1 Comparing the Performance of Math IR Systems Used for Re-

trieving Answers toMath�estions. Users of a ranking system tend

to look at only the top few ranked results to find relevant sugges-

tions [44]. Some search tasks have only the top-ranked suggestion,

i.e., Precision at rank 1 (%@1), in mind, whereas others might con-

sider the top-3 or top-5, i.e., Precision at rank 3 or rank 5 (%@3 or

%@5), ranked suggestions. It turns out that the top-page 10 ranked

results, Precision at Rank 10 (%@10), listed in a Google search has

an average click-through rate of 24.7% (as of November 2022) and

only 7.75% of users scroll past the first page of search engines, ac-

cording to [1]. With these statistical data in mind, we have con-

ducted an offline empirical study on the performance of "0'42

using the three different variants of the KL-divergence measures,

along with the three Math IR systems introduced in Section 4.3,

based on %@ ( = 1, 3, and 5). Besides %@ , we also conducted

the performance measures using Mean Reciprocal Rank (MRR) and

normalized discounted cumulative gain (=��� ). MRR measures

the average of the reciprocal ranks of the first relevant document

retrieved for a set of questions, whereas =��� assesses how close

the ranking result produced by a ranking system of the top- val-

ues is to the best possible ranking performance. ( is also restricted

to five for =��� , same as the %@5 measure.) Figure 3 shows

the experimental results based on theMathematics StackExchange

dataset achieved by "0'42 using the variants of KL-divergence,

in addition to MIas, Tangent-CFT, and Tangent. The overall %@ ,

MRR, and =���5 values of  !��8E4AB8C~ have indicated that it

outperforms the remaining Math IR systems, including its variants,

and the results are statistically significant based on the Wilcoxon

Signed-Ranks Test (? < 0.0001) as shown in Tables 1 and 2.

4.3.2 Parameter Values Used in  !��8E4AB8C~. As mentioned in

Section 3.2.2, the _ value in Equation 6 and the “0” and “1” values

in Equation 7 were determined experimentally. Table 3 shows the

%@ values for  !��8E4AB8C~ using different parameter values of

_, 0, and 1. It reveals that when _ =
1
15 , its %@5 scores are the

highest among other _ values, regardless what the values of “0” and

“1” are. The same applies to “1” when it is set to be 2 and _ =
1
15 ,

regardless of the values of “0". To determine the ideal values of “0”

is not as straightforward, since when “0” = 3, it yields the highest

%@1 score; however, when “0” = 2, it yields the highest %@3 score.

Since when _ = 1
15 , “0" = 2, and “1” = 2, the combination generates

the highest %@3 and %@5 values and its %@1 value is only slightly

smaller than the highest %@1 value, the combination is chosen as

the default parameter values.

4.4 An Online Evaluation on"0'42

Besides conducting an offline evaluation, we also perform an on-

line evaluation to verify the novelty of "0'42 in recommending

math answers as explained in Section 4. We first determine the

ideal number of appraisers and test questions extracted from the

Wolfram alpha dataset for the evaluation of"0'42 so that they are

reliable and objective.

4.4.1 The Number of Appraisers. In statistics, two types of errors,

Types I and II, are defined [21]. Type I errors, also known as U

errors, are themistakes of rejecting a null hypothesis when it is true,

whereas Type II errors, also known as V errors, are themistakes of

accepting a null hypothesis when it is false. We apply the formula

in [21] shown below to determine the ideal number of appraisers,

=, to evaluate the performance of"0'42 online.

= =

(/ U
2
+ /V )2 × 2f2

△2
+
(/ U

2
)2

2
(14)

where △ is theminimal expected difference to compare answers ex-

tracted from the constructed dataset by ourMath IR approachwith

manually-chosen answers, which is set to 1 in our study, since we

expect our Math IR approach to extract relevant answers to math

questions, if they exist, as good as the ones chosen manually; f2 is

the variance of the extracted math answers and is set to be 2.15 in

our study. It is computed by averaging the sum of the square dif-

ference between the mean and the actual number of useful math

answers created for each one of the 100 test questions (downloaded

from Stack Exchange chosen for verifying f2), which are computed

on a simple random sample and do not change with a larger sample

set of questions; U (V , respectively) denotes the probability of mak-

ing a Type I (II, respectively) error, which is set to be 0.05 (0.20,

respectively), and 1 - V determines the probability of a false null

hypothesis that is correctly rejected, and / is the value assigned to

the standard normal distribution of extracted math answers. Based

on the standard normal distribution, when U = 0.05, / U
2
= 1.96, and

when V = 0.20, /V = 0.84. When U = 0.05 and V = 0.20, they imply

that we have 95% confidence on the correctness of our analysis and

that the probability of avoiding false negatives/positives) of our sta-

tistical study is 80%. According to [22], 0.05 is the commonly-used

value for U , whereas 0.80 is a conventional value for 1 - V , and a

test with V = 0.20 is considered to be statistically powerful. Based

on these assigned values, the ideal number of appraisers is

= =
(1.96 + 0.84)2 × 2 × 2.15

12
+ 1.962

2
� 36 (15)

The results collected from the 36 appraisers are expected to be com-

parable with the results that are obtained by the actual population

[21], i.e., common math users.

4.4.2 The Number of Online Test�estions. To determine the ideal

number of test questions to be included in the controlled experi-

ments, we rely on two different variables: (i) the average attention

span of an adult and (ii) the average number of search queries that

a person often creates in one session when using a web search en-

gine. As mentioned in [36], the average attention span of an adult

is between 40 to 60 minutes. Furthermore, Jansen et al. [20], who

have evaluated web users’ behavior especially on (i) the amount of

time web users spend on a web search engine, and (ii) the average



SIGIR-AP ’23, November 26–28, 2023, Beijing, China Siqi Gao and Yiu-Kai Ng

Figure 3: P@K, MRR, and =���5 values achieved by"0'42 with the variants of KL-divergence and the three baseline models

Table 1: Wilcoxon Signed-Ranks test among the baseline models and "0'42 with the variants of KL-divergence using %@ 

Models
Basis Basis Basis TF-IDF TF-IDF TF-IDF Diversity Diversity Diversity

P@1 P@3 P@5 P@1 P@3 P@5 P@1 P@3 P@5

MIas 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

Tangent-CFT 0.0023 0.0001 0.0001 0.0009 0.0001 0.0001 0.0098 0.0001 0.0001

Tangent 0.1568 0.0001 0.0001 0.2656 0.0001 0.0001 0.0411 0.0001 0.0001

Table 2: Wilcoxon Signed-Ranks test for MRR and =���5 achieved by the variants of KL-divergence and baseline models

Models Basis MRR Basis =���5 TF-IDF MRR TF-IDF =���5 Diversity MRR Diversity =���5

MIas 0.0300 0.0001 0.0001 0.0001 0.0001 0.0001

Tangent-CFT 0.9480 0.0001 0.0980 0.0001 0.0001 0.0001

Tangent 0.3320 0.0001 0.3230 0.0001 0.0001 0.0001

Table 3: %@: results for"0'42/ !��8E4AB8C~ with different parameters for Equations 6 and 7

Values

_ =
1
10 _ =

1
10 _ =

1
12 _ =

1
15 _ =

1
15 _ =

1
15 _ =

1
15 _ =

1
15 _ =

1
18

0 = 4 0 = 4 0 = 2 0 = 6 0 = 4 0 = 3 0 = 2 0 = 2 0 = 2

1 = 2 1 = 3 1 = 2 1 = 2 1 = 2 1 = 2 1 = 2 1 = 1 1 = 2

%@1 0.196 0.196 0.202 0.201 0.206 0.206 0.205 0.205 0.203

%@3 0.591 0.590 0.592 0.588 0.590 0.592 0.592 0.592 0.596

%@5 0.800 0.800 0.800 0.799 0.800 0.800 0.802 0.800 0.800

number of queries submitted by a user, estimate that the average

number of queries created by each user in one session on a web

search engine is about 5.1. Based on these studies, each appraiser

was asked to evaluate our Math IR approach using five questions,

since evaluating the Math IR system on the retrieved results, i.e.,

5 answers, of each one of the five questions takes approximately

60 minutes, which falls into an adult time span. Moreover, each

appraiser contributed three separated hours for the online evalua-

tion. We randomly selected 540 (= 36 × 5 × 3) test questions from

the Wolfram alpha dataset for the performance evaluation.

4.4.3 Online Performance Evaluation. We compared "0'42 with

two well-established machine learning-based Math IR systems for

the online performance evaluation.

• GPT-3 [5]. GPT-3 is a 3A3 generation generative pre-trained trans-

former, which is a Neural Network machine learning model that

is trained using the CommonCrawl dataset with nearly a trillion

of words to produce any type of text using Internet data. It uses

a large unsupervised corpus of tokens to train a language model.

The novelty for thismodel is the few-shot learning for in-context

learning. Unlike fine-turning, few-shot gives a few examples of

the task besides the task description without gradient updates.

• ProblemSolver [25]. ProblemSolver consists of two different

components: (i) a neural sequence-to-sequence translator that

matches a question to its answer, and (ii) an application of an

arithmetic tree approach to deal with Math SAT question an-

swering. It applies a dual-pronged approach, building a Sequence-

to-Sequence Neural Network pre-trained with augmented data

that could answer all categories of questions and uses a system

for tree matching. The model was trained using 600K questions.

4.4.4 Appraisers and Test �estions/Answers. To conduct the on-

line performance evaluation of"0'42 and compare its performance

with GPT-3 and ProblemSolver, we recruited 36 students from our

university to serve as appraisers of the study. These students are ei-

ther undergraduate- or graduate-level students who are majoring

in Mathematics, Computer Science, Electrical Engineering, Statis-

tics, or Physics. Each one of these students was given fifteen differ-

ent test questions and their corresponding answers to work with,

which were extracted from Wolfram alpha dataset and processed

by either "0'42 , GPT-3, or ProblemSolver. The students are sup-

posed to mark the answers to a question that are deemed relevant

or correct, and rank the top-5 answers retrieved by"0'42 , GPT-3,

and ProblemSolver, respectively14, and their rankings on the cor-

rectness of the answers serve as the ground-truth of the answers.

4.4.5 Comparing the Performance of "0'42 and Other Math IR

Systems. After the gold standard for each test case, i.e., question,

provided by each one of the 36 appraisers were determined, we

computed the %@1, %@5, and "'' values for the three Math IR

systems, i.e., "0'42 , GPT-3, and ProblemSolver, and the variants

of different KL-Divergence approaches of "0'42 , involved in our

online empirical study. Figure 4 shows the performance metrics

for the %@1 and %@5, in addition to "'', which is the mean of

14Students were not aware of which answers to a particular question were retrieved
bywhich one of theMath IR systems to avoid any bias in their relevance and rankings.
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Table 4: Question processing time (in seconds) between"0'42,"�0( ,)0=64=C ,)0=64=C-��) , %A>1;4<(>;E4A , and �%) -3

Models
MaRec MaRec MaRec

MIaS Tangent
Tangent- Problem

GPT-3
 !��0B8B  !�) �−���  !��8E4AB8C~ CFT Solver

Processing time 0.025s 0.025s 0.037s 0.829s 0.386s 4.000s 2.545s 15.000s

Figure 4: The P@1, P@5, andMRR values for the online eval-

uation of various Math IR systems and"0'42

the reciprocal ranks at which the first correct answer (among the

top-5 ranked answers retrieved by a Math IR system) for each test

question is made. The %@1, %@5, and MRR scores of"0'42 based

on  !��8E4AB8C~ are higher than the corresponding ones of GPT-

3, ProblemSolver, and its variants, and the results are statistically

significant based on the Wilcoxon Signed-Rank test (? < 0.03). We

did not show the=���5 scores, since they are very similar to %@5.

Based on the offline and online performance evaluations on

"0'42 , it clearly shows that !��8E4AB8C~ outperforms its variants

and its question processing time is compatible with its variants (as

verified in Section 4.6). Thus, it is the core contributor and legiti-

mate choice of"0'42 for determining textual content similarity.

4.5 An Ablation Test on"0'42

To verify the effectiveness of"0'42 in combining the tree match-

ing and  !��8E4AB8C~ approaches for retrieving relevant Math an-

swers to user queries, we conducted another empirical study based

on individual components of "0'42 . Figure 5 demonstrates that

when only some components of "0'42 are applied, its perfor-

mance drops compared with the results depicted in Figure 3. It

further confirms the necessity of applying both tree matching and

 !�38E4AB8C~ in "0'42 for retrieving relevant Math information.

Figure 5: P@1, P@5, and nDCG values for the ablation test

4.6 Question Processing Time

One of the design goals of "0'42 is to process user questions

with processing time compatible with existing web search engines.

With that in mind, we have conducted a performance evaluation

to compute the average question processing time of "0'42 and

other baseline models for retrieving and ranking the answers to

each math question in the MSE dataset� . The question processing

time is evaluated using � and on the same laptop PC. The PC is a

Macbook Pro with M1 chip, 8-core CPU with 4 performance cores

and 4 efficiency cores, 8-core GPU, and 16-core Neural Engine. As

shown in Table 4, all the variants of"0'42 retrieve and rank all the

answers to a math question instantly and outperform other base-

line models in term of the question processing time.)0=64=C-��)

is slower than other compared models (except GPT-3), since it em-

ploys three ranking models: the SLT, OPT, and SLT-Type encoding

models, which are combined to generate the final ranking result

for a math question. Moreover, GPT-3 is the slowest, since it takes

longer time to produce a new answer to a question, while other

models retrieve existing answers.

5 CONCLUSION AND FUTUREWORK

Mathematics is widely used in daily life. There has been a sustained

level of task, such as mortgage lending, budget management, stock

trading, and playing music, that involves using math. Majority of

the careers require some basic knowledge of math, and more in-

depth knowledge of math is expected for students and workers in

the STEM areas. People who are proficient in math have more op-

portunities and better chance for career advancement than others

who are less proficiency in math [15]. Unfortunately, according to

the Public School View site [42], in the year of 2023 the national

math proficiency average in USA is 38%. Moreover, only 60% of

12Cℎ grade students scored at or above the proficient level on the

NAEP15Math assessment [7]. It is important to develop math infor-

mation retrieval (IR) systems that lighten the burden on the users

to search for desired math information with the design goal of en-

hancing their math proficiency skills. In this paper, we propose

"0'42 , a math IR system that supports users in searching for an-

swers to math problems. We apply subtree matching to the for-

mulaic portion of math questions and answers to detect similar or

identical formulas. We also design variants of KL-divergence mea-

sures to best match between the semantic contents of math ques-

tions and answers. The combination of these two approaches is

elegant. Furthermore,"0'42 , which is fast and easy to implement,

outperforms existing Math IR systems in terms of efficiency and

effectiveness in retrieving and ranking relevant answers to math

questions. Its design is a contribution to the Math IR community.

"0'42 is designed for matching formulas in MathML that are

in textual format. Math questions and answers, however, may be

in graphical format. There are a few machine learning algorithms

for recognizing image Math formulas [34, 48]; however, none of

them has considered using formula recognition to process math

questions. For future work, we would like to develop image for-

mula recognition algorithms so that the further enhanced "0'42

can handle Math questions and answers that contain images.

15NAEP, National Assessment of Educational Progress (The Nation’s Report Card)
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