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Abstract

It is clearly established that spending time reading is beneficial for an
individual’s development in terms of their social, emotional, and intel-
lectual capabilities. This is especially true for teenagers who are in the
growing process and reading can improve their memory, vocabulary, con-
centration and attention span, creativity and imagination, and writing
skills. With the overwhelming volume of (online) books available these
days, it becomes a huge challenge to find suitable and appealing books to
read. Current book recommender systems, however, do not adequately
capitalize teenagers’ specific needs such as readability levels, emotional
capabilities, and subject’s comprehension, that are more at the forefront
for teenage readers than adults and children. To make appropriate rec-
ommendations on books for teenagers, we propose a book recommender
system, called TBRec. TBRec recommends books to teenagers based
on their personal preferences and needs that are determined by using
various book features. These features, which include book genres, topic
relevance, emotion traits, readers’ advisory, predicted user rating, and
readability level, have significant impact on the teenagers’ preference and
satisfaction on a book. These distinguished parts of a book, which are
premeditated and essential criteria for book selection, identify the type,
subject area, state of consciousness, appeal factors, (un)likeness, and
complexity of the book content, respectively. Experimental results reveal
that TBRec outperforms Amazon, Barnes & Noble, and LibraryThing,
three of the widely-used book recommenders, in making book recom-
mendations for teenagers, and the results are statistically significant.
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1 Introduction

Reading proficiency has a large impact on both personal growth and how an
individual contributes and participates in the wider society. On the individual
level, successful readers benefit from improved self-esteem and positive self-
concept [69]. Furthermore, reading books is associated with “better health,
volunteering, and strong satisfaction with life” [29]. Reading has also been
found to help develop social skills and overall social competence [69]. For an
individual to participate in the larger society, they need to cooperate well.
Cooperation is only made possible by effective communication, which can
directly be improved by reading ability and has been linked with increased
writing ability [16]. The teenage years are an excellent stage for individuals to
put a focused effort into improving these personal skills. As social media tech-
nologies become more widespread, many teenagers struggle with self-esteem
and their concept of self. Improving reading skills would serve as an effective
counter. Second, reading and writing becomes directly applicable in teenage
years when school courses become more challenging and as individuals begin
employment in later years. Adolescents can use long-term planning for goals of
self-improvement and have fewer constraints on their time than in adulthood.

For the highest likelihood to reap all the benefits of reading, it is valuable
to select appealing books to read. First and foremost, the more interesting
a book is, the more likely the individual will want to engage with it. In
adolescence, teenagers exert a concerted effort to find themselves, learn inde-
pendence from their parents, and want to read books that are interesting to
them. Moreover, it has been found that with increased interest, there comes
increased growth. Guthrie et al. [27] show that reading involvement and inter-
est assessed by in-depth interviews “significantly contributed to the prediction
of reading comprehension growth”. Hence, reading interest is important not
only for frequency of engagement, but the quality of engagement and the learn-
ing outcomes as well. However, it is often difficult to select a book of interest.
Individuals may have many different preferences and opinions in books that
they would like to read. Books can indeed vary in topic, length, language,
reading level, and style, just to name a few factors. The web search does allow
for a larger selection, which makes it possible for readers to refine their selec-
tions and raise their standards of interest. Web search, however, is a tedious
and time consuming process, due to the huge volume of online books. In 2019,
there were 4.5 million ebooks on the Kindle store, while in May of 2021, there
were an estimated 11 million Kindle ebooks [38].

To provide a good user searching and reading experience, we have developed
a new book recommender system, called TBRec, that is designed specifically
for and tailored to teenagers. TBRec greatly reduces the number of books for
the user to browse through, primarily through filtering out choices deemed to
be non-relevant. It is crucial for the user to have a choice, but studies have
shown that limiting the choices increases the likelihood of selection, and the
subsequent average satisfaction with the choice [32]. TBRec is unique, since
it considers and incorporates a wide variety of features of books to suggest
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appealing books to teenagers to enhance their reading experience. A number
of these features, which include the genres [67], topic relevance [55], emotional
trait [48], appeal terms [14], predicted ratings [1], and readability level of
books [19], target this particular group of readers [13, 42] and are essential in
making book recommendations for young readers [51, 52]. By integrating these
features of a book, TBRec can offer recommendations that meet the “needs”
and “tastes” of the targeted teenage users. Existing book recommenders for
adults [3] and children [45], however, tailor especially for older and younger
groups of readers, respectively with different requirements and expectations
that are incompatible with teenage readers. TBRec is designed exclusively for
teenagers that helps them develop a healthy reading habit. Clinical studies
[18, 64] have indicated that there are significant differences between children
and teenage readers in terms of their ability towards reading, reading scores,
and verbal IQ that occur as early as first grade and the trajectory of these
differences increases from childhood to adolescence.

2 Related Work

There exist a number of book recommender systems that adapt various
machine learning or information retrieval approaches to make suggestions on
books. Rather than relying on the history-based approach that suffers from
the cold-start problem, Shu et al. [61] propose a content-based recommenda-
tion algorithm through a convoluted neural network. Constructing the required
content profiles, however, is difficult, since they depend upon different types of
user content, such as text, audio, video, and images, that are not always avail-
able. Putri and Zulkarnain [54] attempt to overcome the cold-start problem in
making recommendations on academic-related materials by utilizing a word-
embedding model as a topic model for their content-based recommendation
system.

Zuo et al. [74] introduce a collaborative-filtering-based book recommender
that considers social-networking system attributes to determine users’ neigh-
bors. Nearest neighbor approaches, however, are difficult to adopt when the
required dataset is sparse and often run into the cold-start problem in deter-
mining user ratings on new books. Alharthi et al. [2] also use social media to
determine interests of the user to make book recommendations. They specif-
ically look into using tweets posted by users to “warm up” their account of
recommendations.

Xin et al. [72] make recommendations for teenagers on published articles,
instead of books, to read based on the related (sibling) categories of the arti-
cles. Liang et al. [40], on the other hand, leverage the reading patterns of
users to estimate users’ preference levels in making recommendations on online
articles. The authors analyze a user’s post-click behavior, i.e., mouse behav-
ior, keyboard event, and page scrolling event, to determine his preference in
online articles.
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Fig. 1 The overall process of TBRec, the proposed book recommender for teenage readers

To reduce the data processing load in making book recommendations, Ying-
wei Zhou [73] develops a data mining approach with an apriori algorithm. The
author mines the strong association rules and determines confidence coeffi-
cient to the processed data and by means of the improved Apriori data mining
algorithm to generate association rule database for book suggestions.

TBRec is different from existing book recommenders, since the latter either
recommend books for targeted audience other than teenagers that cannot be
seamlessly adaptable for teenagers, or exclude the usage of book features that
are essential in making appealing/desirable recommendations for teenagers.

3 A Teenager Book Recommender

TBRec considers essential book features to address the reading preferences
and needs of teenagers in making appealing book recommendations to them.
These features include genres, topic relevance, emotion traits, reader’s advi-

sory, predicted user rating, and readability Level, which analyze the category,
subject area, sensibility feeling, reading preference, (dis)likeness, and compre-
hensive level of a book, respectively that are applicable to teenage readers
[20, 51, 52, 63].

To assess and ascertain that recommended books are preferred and of inter-
est to a user, TBRec requests the user to provide a book, called target book, that
the user enjoyed reading. Using the target book Tk and a corpus C of published
books, TBRec chooses a subset of books in C, called candidate books, based on
the degree of similarity on genres assigned to Tk and books in C. Hereafter,
TBRec proceeds to analyze the five different book features and obtain five
different feature scores for each candidate book CB with respect to Tk. The
closer the specific features of CB compared with Tk are, the higher the com-
bined feature score of CB is. To incorporate the five feature scores into a final
ranking score for CB, TBRec uses a simple, widely-used linear combination
model, called CombMNZ [39], a well-established data fusion method without
using optimal weights, i.e., all the involved features are weighted equally. Based
on the final ranking scores of the candidate books, TBRec recommends them
to the user in a ranked order. Figure 1 depicts the overall process of TBRec.
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3.1 Filtering Candidate Books Based on Genres

A genre [23] of a book indicates a particular category of the book. The basic
assumption of genres is that if two books have the same genre, then they
are likely similar in terms of their plots and contents [26]. Genres for books
come with various properties: (i) two different genres can be highly similar,
such as “dark” and “mystery”, (ii) a book is assigned different genres by dif-
ferent experts/users, and (iii) some books have multiple genres assigned to
them. Similarities of book genres can be determined using word-correlation

factors (defined in Section 3.1.1), and TBRec computes the score of the genres,
denoted GS, of a book in a corpus (as detailed in Section 3.1.2) to determine
its candidacy of a target book.

3.1.1 Word-Correlation Factors

To determine the similarity of two genres, we use the word-correlation factors in
our word-similarity matrix, denoted WS-matrix, which is a 54,625 × 54,625
symmetric matrix. The similarity, denoted Word Sim, of any two non-stop,
stemmed words i and j in WS-matrix is computed by using the (i) frequency
of co-occurrence and (ii) relative distances of i and j in each document in
which they co-occur (as shown in Equation 1). WS-matrix was constructed
using the documents in the Wikipedia collection [70] with 930,000 documents
written by more than 89,000 authors on various topics and writing styles.

Word Sim(i, j) =

∑

D∈Wiki(

∑
ki∈D

∑
kj∈D

1
d(ki,kj )+1

Ni×Nj
)

| Wiki |
(1)

where | Wiki | is the number of documents in the Wikipedia collection, i.e.,
Wiki, d(ki, kj) denotes the distance (i.e., the number of words in) between
words i and j or their stems in a Wiki document D in which they co-occur,
and Ni (Nj , respectively) is the number of times word i (j, respectively) and
its stems appeared in D.

Compared with synonyms and related words compiled by WordNet [71]
in which each pair of words is not assigned a similarity weight, Word Sim

offers a more sophisticated measure of word similarity. Moreover, it has been
shown that Word Sim outperforms pre-trained word embeddings, a widely-
used approach for solving NLP problems, and user tags in terms of measuring
the degrees of similarity among different words for web search [50].

3.1.2 Computing Book Genre Scores

A book is assigned a number of genres to identify the category of the
book. For example, the genres of the book “The Hunger Games” by Suzanne
Collins include Young Adult, Fiction, Fantasy, Romance, Adventure, Action,
and Apocalyptic. Each of these genres is also associated with the number
of users who have chosen the label to identify the category of the book, as
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Word_Sim Word_Sim(Horror, Thriller) = 0.93; (Horror, Action) = 0.35
(Horror, Adventure) = 0.15; (Thriller, Action) = 0.67Word_Sim Word_Sim
(Thriller, Adventure) = 0.33; (Action, Adventure) = 0.91Word_Sim Word_Sim

GSG(Horror, 2, 1) =   20/41 x 50/100 + (20/41 x 40/100 x (Horror, Thriller) + 20/41WS
x 6/100 x (Horror, Action) +  20/41 x 4/100 x (Horror, Adventure)) =WS WS 0.47

GSG(Action, 2, 1) =    8/41 x 6/100 + (8/41 x 50/100 x (Action, Horror) + 8/41WS
x 40/100 x (Action, Thriller) + 8/41 x 4/100 x (Action, Adventure)) =WS WS 0.11

Fig. 2 GSG scores computed for a corpus book, Book 2, based on genres in Book 2 and
Book 1, a target book, and Word Sim (WS)

in the Goodreads dataset [24]. For a corpus book to be qualified as a can-
didate book, denoted CB, of a target book, denoted Tk, it must (i) share
at least a common genre with Tk, and (ii) its genre score, with respect to
Tk, denoted GS(CB, Tk), must be greater than the genre score of Tk itself,
denoted GS(Tk, Tk). TBRec considers the top-10 ranked genres (based on
their numbers of users who assigned the genres) in computing the two scores.

GS(CB, Tk) =

∑

G∈GSetCB

GSG(G,CB, Tk)

| GSetCB |
,where

GSG(G,CB, Tk) =
# Users(G) in CB

# Users(CB)
×

# Users(G) in Tk

# Users(Tk)
+

|GSetCB |
∑

j=1,Gj 6=G

# Users(G) in CB

# Users(CB)
×GST (Gj, T k)× WS(G,Gj),where

GST (Gj, T k) =

{

# Users(Gj) in Tk

# Users(Tk) if # Users(Gj) in Tk > 0
1

# Users(Tk) Otherwise
(2)

where GSetCB is the set of genres in CB, which is 10 in our case, WS(G,
Gj), i.e., Word Sim(G, Gj), is the genre similarity of G and Gj , GS(Tk, Tk)
is defined using the equation GS(CB, Tk) by substituting CB by Tk, and
Word Sim(G,Gj) = Word Sim(Gj , G).

Equation 2 assigns the highest GSG to a genre G of CB if G in CB is the
most dominated genre in CB. The second multiplication in GSG is used to
assign weight to genres such that the less similar a genre Gj is to G, the less it
is weighted in the computation of GSG(G,CB, Tk). Figure 2 shows an example
of applying Equation 2 to two different genres in two books, i.e., Books 1 and 2,
which illustrates how the genre ‘Horror’ receives a higher score than the genre
‘Action’, since the genre ‘Horror’, along with the genre ‘Thriller’ that is highly
similar to ‘Horror’, have higher number of labeled users than other genres.

We realize that solely relying on the genres of a candidate book CB to make
recommendations could yield less-than-ideal results, since (i) a large amount
of data are required to accurately determine a particular user’s genre prefer-
ences, (ii) a lower (high, respectively) genre similarity score of CB does not
necessarily indicate that a user dislikes (likes, respectively) CB, and (iii) books
can be highly similar with respect to their genres and being dissimilar with
respect to other features not related to genres. Therefore, TBRec considers
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other features, i.e., topic relevance, emotion traits, readers’ advisory, predicted
user rating, and readability level, of CB in making book recommendations.

3.2 Topic Relevance

TBRec analyzes the topic, i.e., subject area, of a candidate book by using topic
modeling to determine the most dominated topic covered in the book. Latent
Dirichlet Allocation (LDA) model is one of the most popular topic modeling
methods [5]. LDA generates a collection of topics by using a set of training
text documents. Each topic is a list of keywords arranged by frequency of
occurrence. Using the generated list of topics, a text document can be labeled
by the LDA model with the possibility for each topic. TBRec adapts the LDA
model to determine the topic of a candidate book.

3.2.1 Training a LDA Model

To train a LDA model there are two steps involved: (i) a series of documents
to be analyzed for different topics, and (ii) an ideal number of latent topics
to be generated. TBRec uses the descriptions of candidate books as the set of
documents for creating the topics. We extracted 18,000 book descriptions from
Goodreads, which is publicly available, as our training instances. Each one
of the book descriptions consists of a sequence of words. During the training
process, we tried different topic numbers between 5 and 40 and chose 20 topics
as the ideal topic numbers, since 20 topics yield the highest relevance scores
among the keywords within each topic than other topic number.

During the training process, LDA estimates the probability of a non-stop,
stemmed word w given a (latent) topic z, i.e., P (w | z), and the probability
of a topic z given a text document D, i.e., a book description in our case, i.e.,
P (z | D). A number of algorithms have been proposed for estimating P (w | z)
and P (z | D), such as variational Bayes [36], expectation propagation [46],
and Gibbs sampling [21]. We have chosen Gibbs sampling, since it is easier
to implement, more efficient, faster to obtain good approximations, and easily
extended than others [53].

3.2.2 Book Classification Using LDA

The classification process of LDA on a given candidate book CB can be
described as finding the probabilities of a number of topics covered in the
description D of CB and selecting the topic with the highest probability as
the topic covered in D. After creating the latent topics on D, Equation 3 is
employed to determine the selected topic of D based on the distribution of
each non-stop, stemmed word in D and their probabilities in each topic zj,
i.e., P (wi | zj), such that the topic zj that has the highest probability, i.e.,
P (zj | D), is selected as the topic of D.

Topic Match(CB,D) = P (zj | D) =
N

max
j=1

M
∑

i=1

P (wi | zj) (3)
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where wi is the i
th distinct word in D, M is the total number of distinct words

in D, zj is the jth latent topic among all the N (= 20) latent topics, and is an
input to LDA, and P (wi | zj) is the probability of wi in zj .

Table 1 shows three of the 20 topics created for the books using book
descriptions extracted from Goodreads.com. The books, “The Light Fantastic”
and “Blood of the Fold”, belong to the same topic, which is determined by
using our trained LDA model, and some of the overlapped topic keywords exist
in the descriptions of the two books are highlighted in Table 2.

Table 1 Three (out of the 20) topics created by using the trained LDA model for our
teenage book recommender

Topic Keywords

1 story, tale, reader, author, write, classic, great, collection, . . .
2 make, game, good, run, job, money, show, business, company, fast, . . .
20 man, turn, stop, catch, dangerous, deadline, plan, save, steal, black, . . .

Table 2 Portions of the two sample book descriptions that are assigned to the same topic
by the trained LDA model

Title Sample Common Keywords

Light Fantastic The hero happens to be the wizard Rincewind who was seen
falling off the edge of the world

Blood of the Fold Richard comes to terms with his true identity as a war wizard

of the new world

3.3 Emotion Traits

Besides considering the topics of books for suggesting appealing books to be
recommended to teenagers, TBRec also analyzes the emotional contents of a
book [47, 57] and using them to compare the similarity of books and pre-
dict the likelihood a teenager will enjoy it based on their age. By utilizing
trends apparent in age groups regarding emotional preferences, TBRec can
recommend books with relevant, age-appropriate emotional compositions and
focuses.

The study of basic domain of interpersonal relations and personality
involves with eight basic emotions of a person, i.e., anger, anticipation, disgust,
fear, joy, sadness, surprise, and trust, which are defined as the “primary emo-
tion dimensions” [52]. Every word is associated with a combination of these
eight fundamental emotions, and a word in a book content has a defined value
in each emotion, which by default is zero. For example, for the word “death”, all
of its emotion values are defined except Trust and Joy. Death’s highest-scoring
emotion value, which is Sadness, is 0.915, while its lowest-scoring emotion
value, Anticipation, is 0.398. The emotion values of each word in a book content
can be used for capturing the emotion trait of the corresponding book.
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Fig. 3 The emotion values of sentiment words in the content of the book “Walk Two
Moons” by Sharon Creech

Different books express different emotions and invoke readers with differ-
ent feelings while reading. (Figure 3 depicts the emotion values of sentiment
words in a book weaving on two tales, one funny and one bittersweet for
youngsters.) TBRec measures book similarity partially by analyzing various
emotions expressed in a book using a vector representation of the sentiment
words expressed in the book content. A vector of normalized emotion associ-
ation scores of the eight emotions is then constructed. The closer the emotion
traits expressed between a candidate Book CB and the target book provided
by a user U is, the more likely CB is appealing to U . The key factor of our
emotion analysis is to assign each emotion value to a word in a book content
to capture the emotions expressed by it.

As book content are composed of many (non-)sentiment words [17], we
adapt the Emotion Intensity Lexicon (NRC-EIL) [9], developed by The
National Research Council Canada (NRC), to evaluate their emotional values.
NRC-EIL consists of 10,000 English words with real-valued levels of intensi-
ties for the eight emotions. NRC-EIL assigns eight emotion scores between 0
and 1, inclusively, to each non-stop, lemmatized word, and each of these scores
becomes the component value of a unit vector that represents the emotion
captured by the entire content.

TBRec calculates the frequency of each word with emotions, which is a
non-stop, stemmed words in the book content of CB to obtain the combined
association score for each emotion. As it turns out, 40-60% of words in a book
content, called Objective, with emotion but are not accounted for in NRC-EIL
and thus were initially excluded in an emotion vector. To improve the quality
of the emotion vectors, we reduce the amount of words that are marked as
Objective, the same technique adapted by Milton et al. [44]. TBRec utilizes
the python package synset in the NRC-EIL which allows us to get a word’s
synonyms that we can use to search the NRC-EIL for their emotions in addition
to the word itself. TBRec ends up checking all of the synonyms provided by
synset for each Objective which yields more accurate emotion trait analysis
results that are statistically significant (p < 0.03 on the t-test) compared with
excluding the usage of synset on Objective. Figure 4 compares the emotion
distribution on the sentiment words, including synonyms of Objective words,
in the two books, a target book “Hyperion” and a candidate book “Rosemary’s
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Fig. 4 Comparison of the emotion traits expressed in the sentiment words in two books,
“Hyperion” by Dan Simmons and “Rosemary’s Baby” by Ira Levin

Baby” and their cosine similarity measure yields the value of 0.98, which is
highly similar.

3.4 Reader’s Advisory

To motivate teenagers to read, it is necessary to avoid presenting these readers
with books that are either too easy or too difficult to read or involve topics
unappealing to them which could diminish their interest in reading [4]. In fact,
finding the right books for the right audience is not easy. Even though existing
book recommenders can assist ordinary readers in finding books of interest,
they rely heavily on large historical data, e.g., personal tags, which might not
be available on social media sites due to teenage privacy issues of readers.
For this reason, TBRec applies reader’s advisory in assisting teenagers to find
appealing and age-appropriate books to read.

Reader’s advisory (RA) helps users find books to read based on their read-
ing preferences, a job common to most librarians. TBRec emulates the readers’
advisory service, which has been available at public libraries since the late
1800’s [59]. Reader’s advisory offers (non-)fiction materials of potential inter-
est with “the help of knowledgeable and non-judgmental library staff” [59].
While the traditional Reader’s advisory model involves face-to-face discussions
between patrons and librarians, these days existing technologies replace human
interactions with online forms filled out by patrons to capture their interests.
Besides analyzing the topical areas and content descriptions of books favored
by a reader, during the RA process, librarians examine the appeal factors of
books that the reader is interested in.

Librarians consider literary elements during the search process, where
appeal factors are considered as part of literary elements [51]. Based on the
appeal terms1 that describe the appeal factors of books preferred by a reader,

1Appeal terms are different from tags created by common users of social media websites, since
the latter can be inaccurate, noisy, or ambiguous.
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Table 3 Appeal factors and corresponding appeal terms in Reader’s Advisory

Appeal Factor Appeal Terms

Frame Bittersweet, contemporary, descriptive, upbeat, school, . . .
Tone Dark, happy, quirky, surreal, . . .
Storyline Action-oriented, character-centered, humorous, gentle, . . .
Characterization Believable, distant, dramatic, well-developed, . . .
Language and Candid, complex, conversational, extravagant, poetic, prosaic,
Writing Style simple, . . .

Pacing Easy, fast, slow, . . .
Special Topics Addiction, bullying, illustration, violence, . . .

librarians suggest other books matching (to a certain degree) the interest-
s/preferences of the reader. However, due to the amount of books being
published on a regular basis these days, it is an impossible task for a librarian
to be familiar with every existing book to determine if it could be a potential
relevant recommendation for the reader. For this reason, librarians turn to RA
databases, which are available at NoveList, Fiction Connection, and Readers’
Advisory Online, to conduct fact-based, appeal factor-oriented, and read-alike
searches in locating books to suggest to a reader. (Table 3 shows the appeal
factors and a sample of their corresponding appeal terms.) TBRec automates
the reader’s advisory to measure the similarity between the target book and
a candidate book. We adapt the seven most significant appeal factors, i.e.,
frame, tone, storyline, special topics, characterization, language and writing

style, and pacing, as appeal factors identified in [51]. Each appeal factor is
associated with the corresponding appeal terms to represent the factor.

TBRec creates the appeal-term description for a book based on not only
the appeal terms extracted from user reviews on the book, but also their
frequency of occurrence. The latter captures the relative degree of significance

of an appeal term in describing its corresponding factor based on reviewers’
varied opinions on appeal factors that apply to the book. (A sample of the
appeal term description generated using RA for a book is shown in Figure 5.)

Appeal Term Description

: gritty (9), small-town (8), political (1), ...Frame
: dark (10), eerie (8), happy (1), ...Tone

: action-oriented (1), complex (3), ...Storyline
: death (6), violent (7), war (3), ...Special Topics

: well-developed (11), believable (6), ...Characterization
: unusual (4), candid (1), ...Language and Writing Style

: fast (8), slow (1), ...Pacing

Fig. 5 RA-generated appeal-term description for “The Hunger Games”, where the number
indicates the frequency a term in describing its appeal factor in the reviews

TBRec determines the appeal factors and appeal terms by analyzing the
distribution of words in user reviews, regardless of their length, for each candi-
date book. We consider a list of non-stop, stemmed words extracted from the
user reviews of a candidate book and use the list to calculate the frequency of
occurrence of each appeal term in each appeal factor. Hereafter, the literary
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Fig. 6 The similarity score of the appeal terms-appeal factors in the reader’s advisory on
two teenage books, “Lonesome Dove” and “Peace Like a River”

elements of each book will be represented by seven vectors, each one represent-
ing the frequency of occurrence of each appeal term in each one of the seven
appeal factors. Afterward, TBRec applies the cosine similarity measure on the
vectors to calculate the degree of similarity of reader’s advisory between the
target book Tk and a candidate book CB, denoted RASim(Tk,CB), using
Equation 4.

RASim(Tk,CB) =
∑

f∈F

Cos(
−−→
Tkf ,

−−→
CBf )

| F |
=

∑

f∈F

−→
Bf ·

−→
Cf

|
−→
Bf |×|

−→
Cf |

| F |
(4)

where F is the set of appeal factors and f is an appeal factor in F . The higher
the reader’s RASim score is, the more likely the user would enjoy reading the
candidate book CB given Tk.

Figure 6 depicts the overall and individual similarity score of the reader’s
advisory appeal factors on two teenager books, “Lonesome Dove” and “Peace
Like a River”. The former is an American classic novel of the American West
that follows two aging Texas Rangers embarking on one last adventure, whereas
the latter tells the story of an 11-year-old, asthmatic boy who has reason to
believe in miracles. The similarity score of the two books shows that they are
closely related in each of the appeal factor-appeal term comparisons, since all
of the them are in the 90%.

3.5 User Rating Prediction

Rating prediction is a classical approach for making recommendations.
Attempts have been made in the past by relating users to similar users and
an item to similar items on which user- and item-based rating prediction sys-
tems have been developed. TBRec adapts the item-based collaborative filtering
(CF) approach to predict the rating of a candidate book for a target book so
that the higher a predicted rating on an item I for a user u using the rat-
ings of items previously encountered by u is, the more likely I appeals to u.
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This recommendation strategy is intuitive and relatively simple to implement.
Moreover, it requires no costly training phases that are needed for machine
learning models and thus is scalable to millions of users and items. In addi-
tion, it is not significantly affected by the constant addition of users, items,
and ratings in a large number of commercial applications [37] and does not
require retraining for each addition [6].

Based on the item-based CF approach, TBRec predicts the rating of a
candidate book i for a target book by analyzing books previously rated by the
target user u that are similar to i, denoted Nu(i). Moreover, TBRec extends
the item-based CF approach by determining the degree of similarity between
i and each book j in Nu(i), denoted wi,j , to further enhance the item-based
CF approach. TBRec applies the pre-defined word vectors, which capture the
essential (i.e., non-stop, stemmed) keywords in the book descriptions of i and
each book j in Nu(i), to compute the (cosine) similarity between i and each
book j in Nu(i). The predicted user rating of i for user u, denoted ru,i, is
computed as follows.

ru,i =

∑

j∈Nu(i)
wi,j × ru,j

∑

j∈Nu(i)
wi,j

(5)

where ru,j is the rating provided by u on book j:

3.6 Readability Level Analysis

The readability level of a book is a useful measure for teenagers to identify
reading materials suitable at their reading levels. The majority of published
books, however, are assigned a readability level range, such as 8-12, by profes-
sionals, instead of a single readability level for their intended readers, which is
not useful to the end-users who look for books at a particular grade level. This
leads to the development of readability formulas/analysis tools [31, 35, 62, 63].
Unfortunately, these tools simply perform a one-dimensional analysis on a text
based on shallow features, such as the average number of syllables per word
(words per sentence, respectively), the average sentence length, and vocab-
ulary lists, which might not precisely capture the complexity of a text [15].
Thus, to alleviate this constraint imposed on readability analysis on books,
we have developed our own readability level analysis tool, called Read Level,
which relies heavily on metadata of books that is publicly and readily acces-
sible from reputable book-affiliated online sources, besides using previews of
books2, to predict the readability level of books as detailed below.

3.6.1 Prediction Based on Book Textual Features

Read Level considers vocabulary and the count of syllables as displayed in
a book preview for partially predicting its readability level, which are also

2Previews of books can be extracted from the Book Cave dataset, which consists of more than
20,000 teenager books that are made available by publishers to showcase their books.
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commonly used by traditional readability formulas. However, Read Level does
not rely solely on any particular existing readability formula. To predict the
readability level of a book, Read Level considers seven textual features based
on the count of (i) long words (with more than six letters), (ii) sentences, (iii)
total words, (iv) letters, (v) syllables, (vi) words with three or more syllables,
and (vii) unique unfamiliar words [63]. Since the length of the text, i.e., the
total number of characters, available in a preview is different for each book,
we normalize these counts to the length of the preview.

3.6.2 Grammar Prediction

Read Level examines grammatical constructions, as defined by the US curricu-
lum, to compute the values of grammar predictors. These predictors reflect
the complexity of the (i) writing style, (ii) organization of the sentences, and
(iii) grammatical constructs found in a text. The analysis of the grammar of
textual content in a book (in the Book Cave dataset) is more profound, due
to advances in natural language processing, such as the Stanford NLP Parser,
than the analysis used in Flesch-Kincaid [35], Coleman-Liau [10], and other
readability formulas [31, 62].

3.6.3 Subject Headings and Reading Levels

Read Level examines the subject headings3 of a book previously encountered

in books with a known readability level range recommended by their respective
publishers. A previously encountered subject heading is a heading observed
during the one-time mapping process, which paired subject headings assigned
to each of the 9,000 books in the CLCD.com, a website established to assist
teachers, parents, and librarians in choosing books for young readers, Young
Adults Library Service Association (ala.org/yalsa), and Lexile.com dataset. To
account for the possibility that a subject heading, SH , is paired with many
books and thus many readability levels, Read Level considers all readability
levels paired with SH and computes the average of these levels as the read-
ing level of SH . With the computed reading level of each subject heading,
Read level considers the average of the reading levels of the subject headings
assigned to a book Bk to predict the reading level of BK, since books that
are more difficult to comprehend are often assigned more subject headings. We
have empirically verified this claim by counting the number of subject head-
ings assigned to each one of the 5,718 randomly chosen books (available at
ARbookfind.com) with its readability levels determined by Accelerated Reader
(AR) [49].

The mappings between the number of subject headings and grade levels are
depicted in Figure 7. The trend line in Figure 7 has a positive slope of about
2
9 , which demonstrates that books of high readability levels are assigned, on
average, more subject headings than books of lower reading levels.

3A subject heading is a set of keywords used by librarians to categorize and index books
according to their themes. An example of a subject heading is “Fantasy—Mythical Creatures—
Trolls—Green.”
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Fig. 7 The number of subject headings assigned to books versus their readability levels
determined by AR

3.6.4 Book Authors and Readability Levels

Since most authors write for a particular group of readers with a certain grade
level in mind [28], the authors of a book Bk are useful for partially determin-
ing the readability level of Bk. For example, a preview of a book by Agatha
Christie, who writes adult crime novels, is harder to read than a preview of
a book by Linda Aber, who is an author of children ghost stories. Given that
the author of Bk is A, Read Level assigns A to a particular reading level by
(i) extracting the previews of books written by A, which serve as abstracts of
books (co-)authored by A, (ii) determining the subject heading of each book of
A and its corresponding reading level as discussed in Section 3.6.3, (iii) aver-
aging the readability level of each book written by A that is determined by the
subject headings. The resultant averaged reading level (rounded to the nearest
whole number) determines the reading level A writes for, which is partially
used to compute the reading level of Bk.

3.6.5 Assessing Readability Levels Using the Multi-Class
SVM Model

To assign the readability level to a candidate book, Read Level relies on SVM,
a robust classifier [65]. As stated in [60], SVM is a machine learning method-
ology which has been shown to achieve high performance on classification (of
readability levels in our case).

To train an SVM, it requires a set S which contains N (≥ 1) labeled
training instances. In our case, training instances are of the form {(x1, y1), . . .,
(xN , yN )}, where xi (1 ≤ i ≤ N) is an input vector of features, which are the
features considered by Read Level as introduced in Sections 3.6.1- 3.6.4, used
for predicting the reading level of a candidate book i, and yi ∈ {-1, 1} is the
corresponding class label of xi, i.e., a reading level in Read Level. Moreover,
ϕ(xi) is the kernel mapping that generates the vector xi in a feature space, and
K(xi, xj) = ϕ(xi).ϕ(xj) is the kernel function that determines the distance
between ϕ(xi) and ϕ(xj) in the feature space. A trained SVM model is applied
to determine the reading level of a book Bk predicted by Read Level. In our
implementation of SVM, we represent Bk as a vector v that consists of a value
assigned to each feature exhibited in Bk, and determine the reading level that
should be assigned to Bk, which is in the range of [12..19], i.e., from 12 to 19
of age.



Springer Nature 2021 LATEX template

16 Read to Grow: Exploring Metadata of Books to Make Recommendations

Since the adapted SVM must handle more than two types of class labels,
i.e., readability levels in our case, Read Level considers the one-against-all [41]
strategy in solving the multi-class prediction problem. Given j (> 2) different
classes, the one-against-all approach constructs j binary SVM classifiers, each
of which separates one class from the rest. The jth SVM is trained using the
training instances in which the instances belonged to the jth class are given
positive labels, and the remaining instances negative ones [41]. The one-against-

one approach, on the other hand, constructs j(j−1)
2 binary classifiers, one for

each possible class pair. In classifying a new instance, a vote is added to the

class selected by each of the j(j−1)
2 binary classifiers and the class with the most

votes is the one chosen as the class of the new instance. We adapt one-against-
all, instead of one-against-one, in the implementation of SVM, since it is the
most common multi-class categorization strategy [41]. The classification of a
new instance v, i.e., the feature-vector representation of a given book, using
the multi-class SVM is performed by selecting among the pre-defined reading
levels (i.e., 12-19) the one for which the corresponding kernel function is the
highest. We used 11,000 teenage books in the Book Cave dataset for training
our multi-class SVM by partitioning the training dataset into 80/20, with 80%
of them used for training the classifier and the remaining 20% for testing.

In implementing our multi-class SVM, we have adapted the Radial Basis
Function (RBF) in the equation given below, which is one of the most typical
kernels [66], as the kernel function K for the SVM.

K(xi, xj) = exp(−
‖xi − xj‖

2

σ2
) (6)

where ‖xi − xj‖ is the Euclidean distance computed between vectors xi and
xj

4, and σ is the parameter that determines the area of influence of the corre-
sponding support vector. A large σ yields a smoother decision surface, since an
RBF with a large σ allows a support vector to have a larger area of influence.
σ is empirically determined to be 450 [66].

The smallest the difference between the predicted readability levels of a can-
didate book and a target book, the highest the feature value of the candidate
book based on the readability level analysis.

3.7 CombMNZ

Based on the respective scores of the features, as discussed in Sections 3.2
through 3.6, computed for each candidate book of a target book, TBRec
ranks all the candidate books accordingly. To compute a single score on which
the cumulative effect of the five different features of each candidate book is
determined for ranking propose, TBRec relies on the CombMNZ model, a well-
established data fusion method for combining multiple ranked lists on an item
I [11], i.e., a book in our case, to determine a joint ranking of I, a task known

4In Read Level each vector, xi and xj, represents the heuristics, i.e., readability level features,
of a book in a set of books.
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as rank aggregation or data fusion.

CombMNZI =

N
∑

c=1

Ic× | Ic > 0 |, where Ic =
SI − Icmin

Icmax − Icmin

(7)

where N is the number of ranked lists to be fused, which is the five ranked lists
in our case, Ic is the normalized score of I in the ranked list c, and | Ic > 0 |
is the number of non-zero, normalized scores of I in the lists to be fused.
Prior to computing the ranking score of a candidate book CB, we transform
the original scores in each feature ranked list of CB into a common range [0,
1] such that SI is the score of I in the ranked list c to be normalized, Icmax

(Icmin, respectively) is the maximum (minimum, respectively) score available
in c, and Ic is the normalized score for I in c.

4 Experimental Results

Given a target book and a set of candidate books extracted using genres, we
evaluate the performance of TBRec by (i) determining the relevance of its
recommendations, (ii) deciding the ranking accuracy of its recommendations,
and (iii) comparing its suggestions with three well-known book recommenders,
Amazon, Barnes & Noble, and LibraryThing. The usefulness of a book rec-
ommended by either TBRec, Amazon, Barnes & Noble, or LibraryThing
is determined by a number of independent appraisers, which serve as the
gold standard of the conducted empirical study. Based on the ranking on
relevant recommended books with respect to a given (i.e., target) book deter-
mined by individual appraisers, the degree of accuracy of each individual
recommendation made by the four recommenders can be computed.

4.1 Emotion Analysis Using Book Descriptions

Recall that we create vector representations of the emotions expressed in the
content of teenage books to estimate teenager’s book preferences. We analyze
emotions among adjacent age sets, or in other words, books that teenagers
choose to read at a certain age. Using 11,000 books in the Book Cave dataset
with each book labeled with an average age group, we notice a pattern of the
emotion joy decreasing and the emotion of sadness, fear, anger, and disgust

increasing as a teenager is getting older. This pattern becomes more evident
with the analysis and it presents significant results (p < 0.001) in those emotion
distributions between ages, especially between the age sets 12-13, 14-15 and 16-
17. (See Figure 8 for the results.) These results are presented in more detailed
in Table 4 with statistical significant results in those emotion distributions
among different age groups highlighted. Each age group roughly corresponds
to the ages of students of the respective grade level in high school in the USA.

Based on the results depicted in Figure 8, the emotion analysis on book
content demonstrates an emotional shift preference among adjacent teenage
groups. The results show that early teens incline towards the emotion joy, with
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Fig. 8 Comparing emotional needs of teenagers using various teenage groups based on the
Book Cave dataset

Table 4 Age group comparisons based on their emotion patterns with the statistical
significance results highlighted

Emotion/Ages
12-13/ 12-13 12-13/ 14-15/ 14-15/ 16-17/
14-15 16-17 18-19 16-17 18-19 18-19

Anger 0.001 0.025 0.002 0.213 0.678 0.334
Anticipation 0.138 0.727 0.301 0.049 0.002 0.128

Disgust 0.005 0.001 0.001 0.410 0.026 0.480
Fear 0.002 0.001 0.002 0.889 0.841 0.962
Joy 0.006 0.012 0.013 0.592 0.762 0.627

Sadness 0.011 0.003 0.002 0.372 0.168 0.659

Surprise 0.242 0.691 0.038 0.615 0.769 0.123
Trust 0.432 0.089 0.732 0.061 0.045 0.474

preference towards words such as celebration, excitement, gratitude, cheerful,
and smile, which are words with high NRC-EIL intensity scores. This indi-
cates that young teenagers prefer books with happy subjects as contrasted
with books that tailor towards complex themes. As teenagers get older, the
intensity of their feeling of great pleasure and happiness decreases, and their
feeling of anxiety, safety, well-being, revulsion, or strong disapproval aroused
by unpleasant or offense increase. They prefer words such as bully, compas-

sion, crime, battle, and mystery, which are words with high NRC-EIL intensity
scores. This indicates that older teenagers favor books with more elaborated
themes such as adventures, good versus evil, and romances.

4.2 Data Source and Appraisers

To the best of our knowledge, there is no existing benchmark dataset that can
be used for evaluating the performance of a teenage book recommender system.
For this reason, we constructed our own dataset, using data made available for
the public by BookCrossing [8], Goodreads [25], and Book Cave [7], three of
the well-established websites for the book hobbyist community. BookCrossing,
which is a free online book club, has established discussion forums, offered
blogs, and accumulated more than 13.7 million books as of December 2021.
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Table 5 Sources of data used by TBRec for feature analysis with data extracted using
the API of the websites

Feature Data Source Dataset

Genres Book Genres Goodreads
Reader’s Advisory Book Reviews Goodreads
Topic Analysis Book Descriptions Goodreads
Rating Prediction User Ratings BookCrossing
Emotion Traits Book Content Book Cave
Readability Level Sample Content Book Cave

Age groups (12-19) 53,000 Teenagers BookCrossing

Goodreads, on the other hand, is a social cataloging website that provides the
facility for each user to search its database of books and reviews, whereas Book
Cave publishes a database of over 11,000 teenage books, and the web page for
over 98% of books in the Book Cave database also includes a hyperlink to the
Amazon Store web page for the Kindle (electronic) version of that book. From
the Amazon Kindle Cloud Reader [56] web page we managed to collect the
sample texts for the archived books. Table 5 shows the data sources used for the
performance analysis of TBRec, Amazon, Barnes & Noble, and LibraryThing.

As there is no well-established standard nor existing book recommender
system that can be adapted or used for comparing the performance of teenage
book recommender systems, we turned to students at a local high school to
conduct an empirical study that allows us to evaluate the performance of
TBRec. We needed these students, who were in the 9th- and 10th-grade of
their respective class at a local high school, to serve as the appraisers of our
study, since they are the targeted users of TBRec and have read the target
books used in the study so that we could collect their feedback on various
recommendation tasks. A total of 56 students, who were 15- or 16-year-old,
were recruited through their class teachers for our study using 12 target books,
and the study was conducted between February 1 and March 31, 2022 at the
high school. The fifty-six students and 12 target books are ideal numbers for
our study according to the calculation based on the cross-over experiment [33]
so that the experimental results are reliable and objective.

4.2.1 Determining the Number of Appraisers

In statistics, two types of errors, Types I and II, are defined [33]. Type I errors,
also known as α errors or false positives, are the mistakes of rejecting a null
hypothesis when it is true, whereas Type II errors, also known as β errors or
false negatives, are the mistakes of accepting a null hypothesis when it is false.
We apply the formula in [33] to determine the ideal number of appraisers,
n = 56, which is dictated by the probabilities of occurrence of Types I and
II errors, to evaluate minimizing the occurrence of Types I and II errors, to
evaluate books suggested by the targeted book recommender systems.

n =
(Zα

2
+ Zβ)

2
× 2σ2

△2
+

(Zα
2
)2

2
(8)
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where △ is the minimal expected difference to compare our recommendation
approach with a librarian who manually chooses a book to be suggested to
readers, which is set to 1 in our study as we expect our approach to make
high-quality book recommendations as good as the ones made by librarians;
σ2 is the variance5 of the recommended books, which is set to be 3.45 in our
study (see the discussion on the computed value in the next paragraph); α
(β, respectively) denotes the probability of making a Type I (II, respectively)
error, which is set to be 0.05 (0.20, respectively), and 1 - β determines the
probability of a false null hypothesis that is correctly rejected, and Z is the
value assigned to the standard normal distribution of generated summaries.

Based on the standard normal distribution, when α = 0.05, Zα
2
= 1.96, and

when β = 0.20, Zβ = 0.84. (See the explanations on setting the α and β values
given below.) We conducted an experiment using a randomly sampled 50 target
books to determine the value of σ2. We chose only 50 books, since the minimal

expected difference and variance, which are computed on a simple random

sample, do not change with a larger sample set of books. σ2 is computed by
averaging the sum of the square difference between the mean and the actual
number of useful recommendations6 created for each one of the 50 target books.
We obtained σ2 = 3.45 for the recommendations.

The values of α and β are set to be 0.05 and 0.20, respectively, which imply
that we have 95% confidence on the correctness of our analysis and that the
power (i.e., probability of avoiding false negatives/positives) of our statistical
study is 80%. According to [34], 0.05 is the commonly-used value for α, whereas
0.80 is a conventional value for 1 - β, and a test with β = 0.20 is considered
to be statistically powerful. Based on the values assigned to the variables in
Equation 8, The ideal number of appraisers used for our study is

n =
(1.96 + 0.84)2 × 2× 3.45

12
+

1.962

2
∼= 56 (9)

4.2.2 Determining the Number of Target Books

To determine the ideal number of target books as test cases to be included in
the controlled experiments, we rely on two different variables: (i) the average

attention span of a teenager and (ii) the average number of test cases that a
teenager can handle at a time. As mentioned in [58], the average attention
span of a teenager is between twenty-five to thirty minutes to spend on a web
search engine in one session. Based on this study, each appraiser was asked to
evaluate the performance of each book recommender system involved in three

test cases, i.e., target books, since evaluating all the eight recommendations7

made for each one of the three test cases takes approximately 30 minutes, which
falls into a teenager time span. Since each appraiser was committed to spend

5Variance is widely used in statistics, along with standard deviation (which is the square root
of the variance), to measure the average dispersion of the scores in a distribution.

6A recommendation is considered useful if it is regarded as relevant to the corresponding target
book determined by librarians recruited at a local school.

7Each recommendation is the snippet of the content of a book (limited to the first 500
characters) provided by the publisher of the book.
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appropriately 120 minutes on the empirical study, we set up 4 sessions with 30
minutes each for each appraiser to conduct the empirical study. Altogether, a
total of 12 (= 4 × 3) target books were used for the study.

4.2.3 Our Verification approach

The students, who participated in the performance evaluation of TBRec (Ama-
zon, Barnes & Nobles, and LibraryThing), were asked to determine which one
of the eight recommendations8, if there were any, were relevant books with
respect to the corresponding target book. (We used the API provided by each
of the three websites to harvest the book recommendations.) The two books
marked as relevant most often by the appraisers were treated as the gold stan-

dard for the target book. Table 6 shows the top-2 recommendations for each
one of the three sample target books suggested by TBRec, Amazon, Barnes
& Noble, and LibraryThing, respectively, with the average ranking value of
each recommended book made by the corresponding appraisers with respect
to each target book.

4.3 Performance Evaluation

To evaluate the effectiveness of TBRec in recommending relevant and highly-
ranked books to teenagers, we applied several performance measures commonly
used in information retrieval and recommender systems [12]: precision@1

(P@1), precision@2 (P@2, since each recommender suggests two books), and
Mean Reciprocal Rank (MRR), which measure the top-ranked and first useful
recommendation among all the ranked recommendations, respectively.

4.3.1 Accuracy of Filtering Candidate Books

In evaluating the performance of TBRec in terms of accurately filtering can-
didate books based on genres for feature analysis, we considered the books
recommended by Amazon, Barnes & Noble, and LibraryThing based on the
top-2 recommendations made by each book recommender according to the 12
target books. The genres of each target book form the ground truth of the
empirical study, and we assume that each of the recommended books is relevant
to the corresponding target book to a certain degree. The computed accuracy
of the filtering approach based on book genres is 74%, which indicates that
using book genres every 3 out of 4 books are correctly filtered. The accuracy
could not be higher likely because of the high degree of overlap between dis-
tinct genres assigned to different books, such as “High Fantasy” and “Epic
Fantasy”.

8Two each from TBRec, Amazon, Barnes & Nobles, and LibraryThing which were the top-2
recommendations made by the four recommender systems on a given target book, respectively.
The appraisers had no idea which recommendation was made by which book recommender.
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(a) Comparing various book recommenders

(b) Comparing each individual feature and the combined features of TBRec

Fig. 9 Performance comparison of various book recommenders, in addition to each feature
and combined features of TBRec

4.3.2 Comparing the Performance Evaluation of TBRec and
Other Book Recommender Systems

Users of a recommender system tend to look at only the top few ranked results
to find relevant recommendations. Some search tasks have only the top-ranked
recommendation, i.e., P@1, in mind, whereas others might consider the top-
3 ranked recommendations. After the gold standard for each one of the 12
test cases provided by the 56 appraisers were determined, we computed the
P@1, P@2, and MRR values for various book recommenders involved in our
empirical study. Figure 9(a) shows the performance metrics for the average

precision at rank 1 (i.e., average P@1) and average Precision at rank 2 (i.e.,
average P@2), in addition to the average of the reciprocal ranks at which the
first useful recommendation (among all the ranked recommendations) for each
target book is made, i.e., MRR. The P@1, P@2, and MRR scores of TBRec
are higher than the corresponding scores of Amazon, Barnes & Nobles, and
LibraryThing, respectively, and the results are statistically significant based
on the t-test (p < 0.05).

4.3.3 Feature Evaluation of TBRec

To evaluate the performance of each individual feature used by TBRec and its
accuracy in making ranked recommendations on its own, we calculated their
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P@1, P@2, and nDCG values using one feature at a time to make recommen-
dations. (nDCG [43], normalized discounted cumulative gain, penalizes useful
suggestions ranked lower in the list of suggestions.) Hereafter, we calculated
the same performance values using all the features combined, which is adapted
by TBRec. All of these evaluations are based on the top-2 suggestions of each
target book, and there are 20 test cases in this study. We have recruited 200
freshman students from our university, who are 18- or 19-year-old coming from
various academic disciplines, to conduct the study. (Twenty and 200 were dic-
tated by the cross-over experiment [33]). Given a target book, these students
were asked to rank the relevance of each recommended book (based on a brief
description of its content), and their evaluations yield the ground truths of our
study.

According to the performance values shown in Figure 9(b), which uses
different test cases compared with the ones used in Figure 9(a), we realize that
the Reader’s Advisory feature is the most promising one (with the exception
of TBRec that uses all the features), which is followed by the Emotion Traits,
since they perform significantly better than each of the other single features in
terms of recommending and ranking relevant books to the users. Collectively,
using all of the features, TBRec outperforms each individual feature, and the
result is statistically significant based on the t-test (p < 0.02). The average
nDCG, P@1, and P@2 values indicate that suggestions made by TBRec rank
higher than the corresponding ranked books recommended by each individual
feature as determined by the college students.

5 Conclusions

In the USA 73% of the population reads at least one book per year [22]. Book
reading helps socialize the individual, especially teenagers [68]. In fact, books
are an excellent medium to encourage teenage readers, since they are more
likely to have a narrative than their virtual counterparts. In reading novels,
teenagers can observe mature relationships outside their own [30]. As teenagers
get older, they have their own flavors and tastes and are interested in choos-
ing books on their own. Therefore, the book selection of a parent will be
increasingly less relevant. Moreover, teenagers can see how different characters
interact with each, and the results of the interactions. To help teenagers find
suitable books more efficiently and easily, we have developed a unique book
recommender, called TBRec. TBRec combines multiple book features to rec-
ommend books specific for teenagers. These book features, which include book
genres, topic relevance, emotion traits, readers’ advisory, predicted user rating,
and readability level, have significant impact on the preference and satisfaction
of teenagers on books. A conducted empirical study shows that by combin-
ing multiple book features to make book recommendations, TBRec performs
significantly better than using only a single book feature. Moreover, books
recommended by TBRec for teenagers are considered more favorable than the
ones suggested by Amazon, Barnes & Nobles, and LibraryThing, respectively,
the three well-known book recommenders.
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