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Abstract

• Purpose. Web search engines, such as Google, Bing, and Yahoo!, rank the set of documents $S$ retrieved in response to a user query and represent each document $D$ in $S$ using a title and a snippet, which serves as an abstract of $D$. Snippets, however, are not as useful as they are designed for, i.e., assisting its users to quickly identify results of interest. These snippets are inadequate in providing distinct information and capture the main contents of the corresponding documents. Moreover, when the intended information need specified in a search query is ambiguous, it is very difficult, if not impossible, for a search engine to identify precisely the set of documents that satisfy the users intended request without requiring additional information. Furthermore, a document title is not always a good indicator of the content of the corresponding document either.

• Design/methodology/approach. We propose to develop a query-based summarizer, called $Q_{Sum}$, in solving the existing problems of web search engines which use titles and abstracts in capturing the contents of retrieved documents. $Q_{Sum}$ generates a concise/comprehensive summary for each cluster of documents retrieved in response to a user query, which saves the users time and effort in searching for specific information of interest by skipping the step to browse through the retrieved documents one by one.

• Findings. Experimental results show that $Q_{Sum}$ is effective and efficient in creating a high-quality summary for each cluster to enhance web search.

• Originality/Value. Our proposed query-based summarizer, $Q_{Sum}$, is unique based on its searching approach. $Q_{Sum}$ is also a significant contribution to the web search community, since it handles the ambiguous problem of a search query by creating summaries in response to different interpretations of the search which offer a “road map” to assist users to quickly identify information of interest.
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1 Introduction

Current web search engines rank retrieved documents based on their likelihood of relevance to a user query $Q$ and represent each document using a title and a snippet.¹ The snippet, however, is (i) often very similar to others created for documents retrieved in response to $Q$ and (ii) generated using sentences/phrases in the corresponding document $D$ in where the keywords in $Q$ appear, which may not capture the main content
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¹A snippet of a document $D$ is treated as a summary of $D$. 
Consider the top-5 results retrieved by Google (on February 16, 2015) for the query “First man to walk on the moon” as shown in Figure 1. The titles and snippets of the results show the same information, i.e., Neil Armstrong was the first man to walk on the moon. If the user who submitted the query was interested in specific information, such as the shuttle used during the mission, astronauts that accompanied Neil Armstrong, length of the journey, etc., the user must scan through the retrieved documents one by one, since there is no indication in which retrieved documents additional information might be included, which is a time consuming and tedious process. A solution to this problem is to create a summary of documents belonged to a subject area, i.e., topic, relevant to the user query that captures the main content of the documents, which allow the users to quickly draw a conclusion on a topic or its summary that includes materials satisfying their information needs.

Document summarization systems have emerged which automatically create a summary of a document or set of documents based on a search query. In these query-based summarization systems, a summary is generated on (each of) the top-$N$ ($\geq 1$) documents retrieved by a search engine in response to a user query, which allows ordinary web users, as well as professional information consumers and researchers, to quickly familiarize themselves with a large volume of retrieved information. If such a system generates a single summary on multiple documents, it is a query-based multi-document summarization system.

A multi-document summary offers a brief review of the subject area covered in a set of documents $SD$ by (i) extracting mutual content across the documents while avoiding repetition, (ii) capturing unique (related, respectively) information in $SD$, (iii) providing an overview of various subtopics, if they exist, of the subject area, and (iv) identifying the events that evolve over time. However, developing a fully-automated multi-document summarization system is a challenging task, since the system must (i) eliminate redundancy, i.e., same or similar information presented in different documents should be filtered, (ii) account for the temporal dimension, i.e., a new piece of information should override out-dated information, (iii) choose an ideal compression ratio to ensure that a summary includes sufficient contents of the corresponding documents in a reasonable length, (iv) achieve a (near-) complete coverage to capture the essential contents of the documents, and (v) resolve the co-reference issue of documents by detecting various references on the same item.

In this paper, we introduce a query-based multi-document summarizer, called $Q_{Sum}$, which enhances web search. $Q_{Sum}$ allows novice, as well as expert, users to post a query $Q$ and quickly locate the desired information captured in the summary of a clustered set of topically-related documents. $Q_{Sum}$ queries three major web search engines, Google, Bing, and Yahoo!, using $Q$, assigns retrieved documents (based on their topics) to labeled clusters, and creates a single summary of each cluster of documents.

A summary of clustered documents is useful, since typical web search queries are short and often ambiguous in meaning [21]. For this reason, existing web search engines consider various interpretations of the intended information needs of a user query $Q$ and retrieve documents that cover related topics of $Q$. During the process of answering $Q$, $Q_{Sum}$ creates a cluster label and a summary on the corresponding set of clustered documents in capturing the main contents of the documents. For example, if the search query is “tiger,” the retrieved documents can be various in terms of their contents, which might discuss the Mac OS, a fish, the golf player Tiger Woods, etc. A cluster summary distinguishes the content of the clustered documents from other cluster summaries on different subject areas, and a summary can serve as a cluster label surrogate when a user’s confidence on the cluster label is low.

We have evaluated the quality of $Q_{Sum}$-generated summaries using the DUC dataset and compared the summaries against (i) those created by existing state-of-the-art query-based multi-document summarization tools, and (ii) snippets generated by Google in terms of the time required to locate desired information. Furthermore, we have conducted several controlled experiments to analyze the quality of a
Figure 1: The top-5 results retrieved by Google for the query “First man to walk on the moon”

$Q_{Sum}$-generated summary in terms of grammar, anti-redundancy, referential clarity, coverage, and structure and coherence. Experimental results show that $Q_{Sum}$ is highly effective and efficient in generating a concise and comprehensive summary for a cluster of documents retrieved for a web query.

$Q_{Sum}$ is a contribution to the web and information retrieval community, since it (i) creates summaries, one for each relevant topic derived from a user query, which is missing in existing popular web search engines, (ii) provides the user with an unbiased information source on a particular topic, since the creation of each summary is fully automated, without any subjective human intervention, (iii) enhances web search by eliminating redundant retrieved information, while achieving high coverage and helping the user quickly locate desired information, and (iv) establishes, as a by-product, a new source of information for answering users’ questions, since a summary which contains significant information from various documents likely contains the answers to the related questions.

$Q_{Sum}$ is unique, since unlike snippets generated by current web search engines which may not reflect the main contents of their respective retrieved documents, $Q_{Sum}$ creates a summary for a collection of retrieved documents $C$ that captures related information of the subject area indicated by the cluster label of $C$. Moreover, $Q_{Sum}$ does not require training/learning in creating summaries, a merit of $Q_{Sum}$.

We present our work as follows. In Section 2, we discuss existing multi-document summarization methods. In Section 3, we detail the design of $Q_{Sum}$. In Section 4, we present the performance evaluation of $Q_{Sum}$. In Section 5, we give a concluding remark.

## 2 Related Work

$Q_{Sum}$ extracts sentences from documents to create a summary. MEAD (summarization.com/mead), an extractive summarization method, scores sentences using sentence-level and inter-sentence features. NeATS [13] is a multi-document summarizer based on SUMMARIST, a single-document summarizer. MEAD
and NeATS consider the sentence space but ignore topics covered in documents. Sentence position, term frequency, and topic signature have been considered for selecting important content from documents for summarization, which are analyzed by $Q_{Sum}$ for creating a summary of documents in a cluster.

The authors of [6] score sentences based on the representation of each sentence in the latent topic space provided by a trained Probabilistic Latent Semantic Analysis model. Arora and Ravindran [4] employ Latent Dirichlet Allocation to create multi-document summaries by selecting sentences from the topic with the largest likelihood. Compared with the summarization approach of $Q_{Sum}$, these systems neither perform any redundancy checking nor achieve high coverage, since they focus on sentences addressing the same topic.

The graph-based PageRank algorithm [2] determines the sentences that are the most salient in a collection of documents and closest to a given topic. Graph-based methods, however, do not account for multiple topics within a document. Leskovec et al. [12] construct a document graph using subject-verb-object triples, semantic normalization, and co-reference resolution and consider node degree, PageRank, and Hubs to generate statistics for the nodes, which represent sentences, to rank the sentences. Amini and Usunier [3] present a transductive approach that learns the ranking function over sentences in retrieved documents using labeled instances. $Q_{Sum}$ does not require labeled instances, since no training is involved in its summarization and thus minimizes the overhead and at the same time avoids the system scalability problem.

3 The Summarization Approach

As stated in Section 1, titles and snippets created by existing web search engines may not capture the contents of their corresponding documents. A summary of a cluster $C$, which consists of search results retrieved in response to a query submitted by user $U$, addresses the problem of titles and snippets. (Detailed design and performance evaluation of $Q_{Sum}$-created labels and their clusters of retrieved documents generated in response to a user query can be found in [17].) See Figure 2 for a sample of cluster labels and cluster of documents.

Summarization is a promising approach in dealing with the problem of ineffective snippets and information overload, since it provides a summary (abstract) that includes the key concepts covered in a (subset of clustered) document(s). An ideal text summary of a (given set of) document(s) $S$ (i) includes unique, but excludes extraneous and redundant, information presented in (various documents in) $S$ (as discussed in Section 3.2.4), (ii) must be coherent and comprehensible, which can be achieved using natural language processing to handle co-reference and the temporal dimension of information (to be introduced in Sections 3.2.2 and 3.2.5, respectively), and (iii) is appropriate in length, since a very brief summary is likely to exclude some important information in $S$, whereas a very detailed one is likely to repeat the same or include non-essential information in $S$ (addressed in Section 3.2).

3.1 Multi- Versus Single-Document Summaries

Multi-document summarization of a set of documents $S$ can be created by concatenating the summary of each document in $S$. This approach, however, can yield a summary with poor quality. For example, the same referencing expression “president” in two different documents may not necessarily refer to the same person. Moreover, useful pieces of information could be ignored due to the temporal ordering of the documents when newer information override older ones in the summary. Six issues have been addressed and emphasized in the design of a (query-based) multi-document summarizer [16] as compared with the design of a single-document summarization method:
(i) **Redundant information.** A multi-document summary is expected to eliminate sentences in a set of topically-related articles that convey the same piece of information, which is much higher than its counterpart in a single article.

(ii) **Temporal dimension.** A multi-document summarization approach orders sentences in a given set of documents partially based on their publication dates.

(iii) **The length of a summary** is smaller for a collection of dozens/hundreds of topically-related documents than for concatenated single-document summaries.

(iv) **The co-reference problem.** A summarization approach must identify whether two references in two different sentences address the same object. A multi-document summary may contain sentences extracted from several documents, which may include a pronoun without its preceding referent.

(v) Achieving good **coverage** in multi-document summaries is difficult, since there are a number of informative sentences in topically-related articles that can be selected for creating a summary due to the variety of “subtopics,” whereas a single document tends to focus on a few subtopics.

(vi) **User interface** must be simple, easy to use, and allow the user to view the context of the original document by clicking the corresponding sentence in the summary.

A multi-document summary has several advantages over single-document summaries, since the former (i) provides an overview of various subtopics, if they exist, of a particular subject, (ii) gives the user more information about the subject while eliminating common information across many documents, and (iii) identifies a subject or research topic that evolves over time. We have chosen the multi-document summarization over the single-document summarization approach for \( Q_{\text{Sum}} \), since its advantages outweigh its complexity.

Two of the commonly-used multi-document summarization methods are extractive and abstractive summarization. **Extractive summarization** assigns saliency scores to units, such as sentences or paragraphs in a document, such that each assigned score reflects the *significance* of the corresponding unit in capturing key concepts presented in the set of documents \( SD \) to be summarized and units with the highest scores are extracted, whereas **abstractive summarization**, which requires information fusion and sentence reformulation, rewrites sentences in \( SD \) to be included in the summary so that they are readable and grammatically correct. \( Q_{\text{Sum}} \) adopts the extractive summarization strategy at the sentence level.

### 3.2 \( Q_{\text{Sum}} \)-Generated Summaries

Given a user query \( Q \), \( Q_{\text{Sum}} \) creates a summary for each cluster \( C \) of documents by (i) downloading and preprocessing the top-33 documents retrieved by each of the three web search engines, Google, Bing, and Yahoo! for \( Q \) (discussed in Section 3.2.1), since a collection of 100 documents is an *ideal* set for generating clusters and summaries [8], (ii) identifying and associating all (pro)nouns in the retrieved documents with their referents (detailed in Section 3.2.2), (iii) assigning each sentence \( S \) in documents in \( C \) a score, denoted \( RS \), which reflects the *relative significance* of \( S \) in capturing the key concepts covered in documents in \( C \) according to a set of features (defined in Section 3.2.3) (iv) choosing the top-\( M \) (\( \geq 1 \)) sentences (based on their RS scores) from the documents in \( C \), such that \((\sum_{i=1}^{M-1} L_i) < 9 \times \text{Size}\) and \((\sum_{i=1}^{M} L_i) \geq 9 \times \text{Size}\), where \( L_i \) is the number of words in a sentence \( i \) in \( C \) and \( \text{Size} \) is approximately 10% of the total number of words\(^2\) in \( C \), (v) clustering the \( M \) sentences to yield sentence clusters using the Hierarchical Agglomerative Clustering (HAC) algorithm based on word-correlation factors\(^3\) [17] (as

\(^{2}\)The Text Analysis Conference (TAC) (nist.gov/tac) recommends a multi-document summary with the length of \( \text{Size} \).

\(^{3}\)Word-correlation factors quantify the similarity (degree of closeness) of two words in terms of their semantic meaning.
presented in Section 3.2.4), (vi) selecting the top-$N$ sentences (based on their $RS$ scores) from each sentence cluster created in Step (v) such that $\sum_{i=1}^{N-1} L_i < \text{Size}$ and $\sum_{i=1}^{N} L_i \geq \text{Size}$, and, if desired, (vii) re-weighting the selected sentences based on their temporal dimensions to capture the flow of events (as explained in Section 3.2.5). If the number of sentences $N$ to be selected for a summary is less than the number of created sentence clusters of $C$, the $N$ sentences (one from each top-$N$ ranked sentence cluster) with the highest $RS$ score are chosen.

$Q_{Sum}$ starts with $9 \times \text{Size}$ words in creating a cluster summary, since Schlesinger et al. [20] claim that $9 \times \text{Size}$ words are required to generate a sufficient, distinct-content summary. Each $Q_{Sum}$-generated multi-document summary (i) extracts mutual content across the documents while avoiding repetition, (ii) captures unique (related, respectively) information in the documents, and (iii) allows a click on a sentence in the summary to view the corresponding document.

### 3.2.1 Document Preprocessing

The set of 99 documents retrieved from Google, Bing, and Yahoo! are first preprocessed, where each retrieved document is in HTML format. We consider HTML pages for creating multi-document summaries, since (i) other formats are complex to process and require additional overhead time and (ii) over 99% of the documents retrieved by Google, Bing, and Yahoo! are in HTML format.

Each one of the 99 retrieved documents $D$ is parsed to remove surplus data, which include links to other documents, advertisements, and non-textual data, such as images and videos, and retain only textual information, i.e., title, text, date, and the URL of $D$, which are converted into uniform XML format for easy data lookup. Text in each document is segmented into sentences using a short list of end-of-sentence punctuation marks, along with regular expressions for detecting decimals, email addresses, and ellipse, to ensure reliable identification of sentence boundaries. Hereafter, each sentence is parsed into a sequence of word tokens using the Connexor Parser (http://www.connexor.com/nlplib/?q=demo/syntax). For each word token, its $\text{Doc(ument)}\_\text{ID}$, $\text{Sen(tence)}\_\text{ID}$, word form (in the text), stem (generated using the Porter stemming algorithm), and creation date of the corresponding document are stored. The $\text{Doc}\_\text{ID}$ and $\text{Sent}\_\text{ID}$ identify the document from where sentences are extracted and the relative positions of sentences in the corresponding document, respectively, the $\text{stem}$ of a word is used in different sentence/document similarity formulas, and the $\text{date}$ is for re-weighting the sentences in a summary based on their temporal dimension.

### 3.2.2 Solving the Co-Reference Resolution Problem

Co-reference resolution refers to the problem of determining which (common) (pro)noun phrases refer to which real-world entity as given in a document. Consider the sentence, “I study computer science. It is a very demanding major.” In solving the co-reference problem, the pronoun “It” is replaced by “Computer science”. In summarization, it is required to replace a (pro)noun in a sentence with its referencing entity, since sentences in the summary can lose their original orders and yield a false indication of what the (pro)noun refers to. $Q_{Sum}$ uses an open source package (markwatson.com/opensource/) for performing co-reference resolution in solving the co-reference problem to begin with.

---

4End-of-sentence punctuation marks, such as periods, question marks, and exclamation points, are less ambiguous as end-of-sentence indicators. However, as a period is not exclusively used to indicate sentence breaks, which may indicate an abbreviation, a decimal point, parts of an e-mail address, etc., a list of common abbreviations, such as “i.e.”, “u.s.”, and “e.g.”, are maintained to minimize the detection errors.
3.2.3 Ranking Sentences in Clusters

Each sentence $S$ in a document cluster $C$ is assigned a weight, denoted $RS$, which indicates its relative significance in capturing the contents of the documents in $C$. To compute the weight (i.e., $RS$) of $S$, $Q_{Sum}$ utilizes the following features:

(i) **Title Frequency ($TI_F$)** is the number of words in $S$ that appear in the **cluster label** of $C$.

(ii) As a summary of the documents in $C$ reflects the content of $C$, it should contain sentences that include frequently-occurred, significant words in $C$. We define the **significance factor**, denoted $SF$, of $S$ based on significant words [7] in $S$, denoted $SF(S)$, and is defined as

$$SF(S) = \frac{|\text{significant words}|^2}{|S|}$$

where $|S|$ is the number of words in $S$ and $|\text{significant words}|$ is the number of significant words in $S$. A word $w$ in $C$ is significant in $C$ if

$$f_{C,w} \geq \begin{cases} 
7 - 0.1 \times (25 - Z) & \text{if } Z < 25 \\
7 & \text{if } 25 \leq Z \leq 40 \\
7 + 0.1 \times (Z - 40) & \text{otherwise}
\end{cases}$$

where $f_{C,w}$ is the frequency of occurrence of $w$ in $C$, $Z$ is the number of sentences in $C$, and 25 and 40 are the predefined low- and high-frequency cutoff values, respectively.

(iii) The **similarity score** of a sentence $S_i$ in $C$, denoted $Sim(S_i)$, indicates the relative degree of $S_i$ in capturing the overall semantic content of $C$. $Q_{Sum}$ computes $Sim(S_i)$ using (i) the word-correlation factors ($wcf$) [17] of every word in $S_i$ and words in each remaining sentence $S_j$ in $C$ and (ii) the **Odds ratio** $= \frac{p}{l - p}$ [14].

$$Sim(S_i) = \frac{\sum_{j=1, i \neq j}^{|C|} \sum_{k=1}^n \sum_{l=1}^m wcf(w_k, w_l)}{1 - \sum_{j=1, i \neq j}^{|C|} \sum_{k=1}^n \sum_{l=1}^m wcf(w_k, w_l)}$$

where $|C|$ is the number of sentences in $C$, $n$ ($m$, respectively) is the number of words in $S_i$ ($S_j$, respectively), $w_k$ ($w_l$, respectively) is a word in $S_i$ ($S_j$, respectively), and the Odds ratio is applied to the odds of (non-)occurrence of keywords in $S_i$ and $C$.

(iv) **Label-Sentence Similarity (LSS)** measures the similarity between $S$ in $C$ and the **cluster label** $L$ of $C$, and is computed using the VSM (Vector Space Model) as follows:

$$LSS(S) = sim(L, S) = \frac{\sum_{i=1}^N w_{i,S} \times w_{i,L}}{\sqrt{\sum_{i=1}^N w_{i,S}^2} \times \sqrt{\sum_{i=1}^N w_{i,L}^2}}$$

where $w_{i,S}$ ($w_{i,L}$, respectively) is the weight of word $i$ in $S$ ($L$, respectively) and is defined as $w_{i,S} = tf(i, S) \times idf(i)$ ($w_{i,L} = tf(i, L) \times idf(i)$, respectively), $idf(i) = \log \frac{N}{N_i}$, where $N_i$ is the number of sentences in $C$ that includes word $i$, and $N$ is the total number of distinct keywords in $C$. The higher the $LSS$ value of $S$ is, the higher is the degree of $S$ in reflecting the topic $T$ covered in $C$, since $L$ captures $T$ of the documents in $C$. 


(v) Named Entity (NE) is the name-entity weight of $S$ in $C$, which is defined as

$$NE(S) = \frac{\sum_{i=1}^{\mid E \mid} f(E_i)}{f(E)}$$

where a named entity is an atomic element, which can be the name of a person, an organization, a location, etc., $\mid E \mid$ is the number of named entities in $S$, $f(E_i)$ is the frequency of occurrence of entity $E_i$ in $C$, and $f(E)$ is the sum of the frequency of occurrence of all named entities in $C$. A sentence that contains a named entity usually captures more useful information in a document than sentences that do not [15]. $Q_{Sum}$ employs the Stanford Name Entity Recognizer (http://nlp.stanford.edu/software/CRF-NER.shtml) in detecting name entities in a document.

(vi) A penalty is given to each short sentence (with less than 15 words) or long sentence (with more than 30 words) [19], since short sentences often require some introduction, reference resolution, or some kind of interjection, whereas long sentences often cover multiple concepts that can be found elsewhere in single sentences in $C$. $Q_{Sum}$ computes the Sentence Length, denoted $SL$, of $S$ as

$$SL(S) = \begin{cases} 
-1 & \text{if } |S| < 15 \text{ or } |S| > 30 \\
0 & \text{otherwise}
\end{cases}$$

where $|S|$ is the number of (stop)words in $S$.

(vii) It has been shown that the first sentence of the first paragraph and the last sentence of the last paragraph contain the most important words (information) in a document [5]. $Q_{Sum}$ defines the Sentence Position ($SP$) value to $S$ as

$$SP(S) = \begin{cases} 
1 & \text{if } S \text{ is the } 1^{st} \text{ sentence of the } 1^{st} \text{ paragraph or the last sentence of the last paragraph in any document in } C \\
0 & \text{otherwise}
\end{cases}$$

Using the Stanford Certainty Factor [14], $Q_{Sum}$ computes the relative degree of significance ($RS$) of $S$ in capturing the contents of $C$ based on the features introduced above.

$$RS(S) = \frac{TiF(S) + SF(S) + Sim(S) + LSS(S) + NE(S) + SL(S) + SP(S)}{1 - \text{Min}\{TiF(S), SF(S), Sim(S), LSS(S), NE(S), SL(S), SP(S)\}}$$

Since $TiF(S)$, $SF(S)$, $Sim(S)$, $LSS(S)$, $NE(S)$, $SL(S)$, and $SP(S)$ are in different scales, they are normalized to the same range using a logarithmic scale before $RS(S)$ is computed.

### 3.2.4 Solving the Redundancy and Coverage Problems

Before selecting sentences for creating the summary $Sum$ of a document cluster $C$, $Q_{Sum}$ clusters the top-$M$ ($\geq 1$) ranked sentences (based on their $RS$ scores) in $C$, where $\mid M \mid$ is nine times the length of $Sum$, using the HAC algorithm. The HAC algorithm initially assigns each sentence to a singleton sentence cluster. Hereafter, it repeatedly merges sentence clusters until a specified termination criterion is satisfied. Since the HAC algorithm relies on a similarity metric among sentences in any two sentence clusters for merging clusters, $Q_{Sum}$ uses the $Sim$ measure, as defined in Equation 3 with the first summation removed, to compute the similarity between any two sentences in two (intermediate) sentence clusters. To determine the termination criterion for HAC, $Q_{Sum}$ implements the algorithm in [1] to define the optimal number of
sentences covered in a set of documents, which dictates the ideal number of sentence clusters in $C$ to be generated by HAC.

In general, $Q_{Sum}$ selects sentences from each sentence cluster $ST$ created by HAC to be included in the summary $Sum$ of $C$. The first sentence $S$ to be chosen is from a $ST$ with the highest $RS$ value in $C$ and the sentence with the highest $RS$ value in each remaining sentence cluster is chosen in order. After the first round of selection, $Q_{Sum}$ chooses the next sentence $S'$ from each $ST$ with the lowest similarity score relative to its first chosen sentence $S$, which is computed as the sum of the word-correlation factors between each word in $S'$ and $S$. Using this selection strategy, $Q_{Sum}$ ensures that selected sentences are distinct in contents, which avoids redundancy, and maximizes the coverage of the information included in $Sum$. The selection terminates whenever the length of the newly-selected sentence and other sentences that are already included in $Sum$ exceeds $Size$.

### 3.2.5 Adding the Temporal Dimension

The information captured in a set of documents on a particular topic might have been dynamically changed over time, such as an incident in news. An updated document contains the most recent development (i.e., information) compared with its older editions. $Q_{Sum}$ accounts for the temporal dimension in a set of documents by re-weighting each sentence in a document based on its timestamp (the date when it was last updated). The $RS$ weight of each sentence $S$ is modified based on its temporal dimension weight, denoted $TD(S)$.

\[
RS_T(S) = RS(S) \times TD(S)
\]

where $S$ is a sentence in a document cluster $C$, and $TD(S)$ is a time-based weight of $S$. The earlier a document in $C$ which includes $S$ is published, the smaller the $TD(S)$ is. Since exponential average is extensively used in time-series prediction, $Q_{Sum}$ uses the decay rate formula in computing $TD(S)$, which decreases the sentence weight exponentially based on time [22] and is defined as

\[
TD(S) = \text{DecayRate}^{\frac{y-t}{24}}
\]

where $y$ is the current time (i.e., day, hour, and minute), $t$ is the publication time of the document including $S$, $(y - t)$ is the time gap in hours, and DecayRate is a variable experimentally set to 0.5 [22].

We have made it an option to include (exclude, respectively) the temporal dimension as a feature to compute $RS$ of $S$ and treat it as a separate weighting factor in determining the ranking of $S$ in $C$ prior to selecting sentences in $C$ to generate the summary of $C$. This option is appropriate, since a given set of documents may not discuss events that override one another, i.e., old information are just as important as new ones.

### 3.2.6 Generating Summaries through $Q_{Sum}$-Interface

The user $U$ who has submitted a query $Q$ can (i) view all the relevant topics (captured by cluster labels) of $Q$, (ii) click on a cluster label $T$ to examine all the documents clustered under $T$, and (iii) request $Q_{Sum}$ to generate the summary $Sum$ of the documents on $T$. (See, as an example, Figure 2 which shows the top-10 cluster labels and the top-five documents in the “World News” cluster.) The created summary is a collection of sentences, each of which is included in one of the documents in the cluster labeled $T$ and chosen according to the summarization approach of $Q_{Sum}$. By clicking on any sentence $S$ in $Sum$, $U$ can

---

5If a sentence contains a date, then it overrides the publication time of the document, since it explicitly states the time of the information presented in the sentence.
Figure 2: Cluster labels and documents in the cluster labeled “World News” created and retrieved by $Q_{Sum}$, respectively in response to the query “Libya”

Figure 3: The summary generated by $Q_{Sum}$ for the documents in the cluster labeled “World News”

view the content of the document $D$ in which $S$ resides, which allows $U$ to access detailed information covered in $D$, a unique feature of $Q_{Sum}$.

Example 1 Figure 3 shows the summary $Sum$ generated using the documents in the “World News” cluster, along with the titles and snippets of the first six documents in the cluster as partially displayed in Figure 2. $Sum$ (i) includes distinct sentences with different information such that sentences with older dates are ranked towards the bottom, (ii) covers most subtopics associated with Libya in the news, which include the military action, summit meeting, political agenda, for the events developed in Libya, (iii) does not include any sentences with unidentified (pro)nouns, and (iv) is appropriate in length (10% of the size of the documents in the cluster).

The first sentence in $Sum$ is extracted from the second document, whereas the second sentence is from the first article in the cluster. As it turns out, the 3rd to 6th sentences in $Sum$ as shown in Figure 3 are extracted from sentences in the sentence clusters in the corresponding order. □
Table 1: DUC datasets used for evaluating the quality of $Q_{Sum}$-created summaries

<table>
<thead>
<tr>
<th>Dataset</th>
<th>DUC 05</th>
<th>DUC 06</th>
<th>DUC 07</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of Clusters</td>
<td>50</td>
<td>50</td>
<td>45</td>
</tr>
<tr>
<td>No. of Docs/Cluster</td>
<td>32</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>Data Source</td>
<td>TDT</td>
<td>AQUAINT</td>
<td>AQUAINT</td>
</tr>
</tbody>
</table>

4 Experimental Results

To assess the performance of $Q_{Sum}$, we first determined the datasets used for the empirical study and chose the statistical approach that identifies the ideal number of appraisers and queries required for validating the grammatical correctness, referential clarity, anti-redundancy, structure and coherence, and responsiveness quality of $Q_{Sum}$-generated summaries. We have also compared the time to locate information between $Q_{Sum}$ and Google and measured the time for generating summaries using $Q_{Sum}$.

4.1 The Datasets

In this section, we present the datasets used for analyzing the quality of $Q_{Sum}$-created summaries.

Generic multi-document summarization analysis has been one of the designated tasks of DUC 2005, DUC 2006, and DUC 2007, each of which is an open benchmark dataset created and archived by the Document Understanding Conference, DUC (nlpir.nist.gov/projects/duc/). We used all three datasets for evaluating $Q_{Sum}$-generated summaries. Table 1 provides a summary of the three datasets, where TDT (projects.ldc.upenn.edu/TDT/) and AQUAINT (ldc.upenn.edu/Catalog/docs/LDC2002T31/) are corpora from where the DUC datasets are extracted.

NIST assessors, who organized DUC and created each dataset as shown in Table 1, selected various topics and chose a set of web documents relevant to each topic. Given a DUC topic $T$ and a collection of documents $C$ relevant to $T$, a summarization approach to be evaluated is expected to create a brief (approximately 10% of the size of $C$ in our case), well-organized, and fluent summary that captures the key concepts covered in $C$ on $T$. The summary is compared with the reference summaries of $C$, which were created by NIST assessors, to analyze its quality.

4.2 Number of Appraisers and Test Queries Used for the Controlled Experiments

We first determine the ideal number of appraisers and test queries to be used in evaluating $Q_{Sum}$ so that the performance evaluation is reliable and objective.

4.2.1 The Number of Appraisers

In statistics, two types of errors, Types I and II, are defined [10]. Type I errors, also known as $\alpha$ errors or false positives, are the mistakes of rejecting a null hypothesis when it is true, whereas Type II errors, also known as $\beta$ errors or false negatives, are the mistakes of accepting a null hypothesis when it is false. We apply the formula in [10] below to determine the ideal number of appraisers, $n$, which is dictated by the probabilities of occurrence of Types I and II errors, to evaluate $Q_{Sum}$-created summaries.

$$n = \frac{(Z_{\alpha} + Z_{\beta})^2 \times 2\sigma^2}{\Delta^2} + \frac{(Z_{\alpha})^2}{2}$$ (11)
where $\Delta$ is the minimal expected difference to compare $Q_{\text{Sum}}$ with Google, which is set to 1 in our study as we expect $Q_{\text{Sum}}$ to perform as good as Google in terms of generating high-quality summaries in comparison with document titles and snippets created by Google, respectively; $\sigma^2$ is the variance of the generated summaries, which is 3.82 in our study; $\alpha$ ($\beta$, respectively) denotes the probability of making a Type I (II, respectively) error, which is set to be 0.05 (0.20, respectively), and $1 - \beta$ determines the probability of a false null hypothesis that is correctly rejected, and $Z$ is the value assigned to the standard normal distribution of generated summaries. Based on the standard normal distribution, when $\alpha = 0.05$, $Z_{\alpha^2} = 1.96$, and when $\beta = 0.20$, $Z_\beta = 0.84$.

We conducted an experiment using a randomly sampled 100 test queries extracted from the AOL query log\(^7\) to determine the value of $\sigma^2$. We chose only 100 queries, since the minimal expected difference and variance, which are computed on a simple random sample, do not change with a larger sample set of queries. $\sigma^2$ is computed by averaging the sum of the square difference between the mean and the actual number of useful summaries\(^8\) created for each one of the 100 test queries. We obtained 3.82, which is the value of $\sigma^2$ for cluster summaries.

The values of $\alpha$ and $\beta$ are set to be 0.05 and 0.20, respectively, which imply that we have 95% confidence on the correctness of our analysis and that the power (i.e., probability of avoiding false negatives/positives) of our statistical study is 80%. According to [11], 0.05 is the commonly-used value for $\alpha$, whereas 0.80 is a conventional value for $1 - \beta$, and a test with $\beta = 0.20$ is considered to be statistically powerful. Based on the values assigned to the variables in Equation 11, the ideal number of appraisers for our study is

$$n = \frac{(1.96 + 0.84)^2 \times 2 \times 3.82}{1^2} + \frac{1.96^2}{2} \approx 62$$ (12)

The results collected from the 62 appraisers are expected to be comparable with the results that are obtained by the actual population [10], i.e., web users who query web search engines.

4.2.2 The Number of Test Queries

To determine the ideal number of test queries to be included in the controlled experiments, we rely on two different variables: (i) the average attention span of an adult and (ii) the average number of search queries that a person often creates in one session when using a web search engine. As mentioned in [18], the average attention span of an adult is between twenty to thirty minutes. Furthermore, Jansen et al. [9], who have evaluated web users’ behavior especially on (i) the amount of time web users spend on a web search engine, (ii) the average size of users’ queries, and (iii) the average number of queries submitted by a user, estimate that the average number of queries created by each user in one session on a web search engine is approximately 2.8. Based on these studies, each appraiser was asked to evaluate $Q_{\text{Sum}}$ using three queries, since evaluating the summaries on the retrieved results of each one of the three queries takes approximately thirty minutes, which falls into an adult time span. We randomly selected 186 ($= 62 \times 3$) queries from the AOL query log for evaluating $Q_{\text{Sum}}$-created summaries.

\(^6\)Variance is widely used in statistics, along with standard deviation (which is the square root of the variance), to measure the average dispersion of the scores in a distribution.

\(^7\)The logs of AOL (gregsadetsky.com/aol-data/) include 50 million queries created by millions of AOL users between 03/01/06 and 05/31/06, and the AOL logs are available for public use.

\(^8\)A summary is considered useful if it is of high quality (4 or 5 on a 5-point scale) as defined by DUC.
4.3 Performance Measures of $Q_{sum}$

We have developed various applications on Facebook for its appraisers to evaluate the quality of each $Q_{sum}$-created summary. Facebook appraisers were used, since Facebook is a social network with users diverse in nationalities, ages, genders, and cultures who can provide unbiased evaluations.

Using the DUC 2005, 2006, and 2007 datasets and an evaluation guideline, which is a set of quality questions developed in 2001 [13], a summary created by a summarization system can be evaluated. These questions address the quality of grammaticality, non-redundancy, referential clarity, structure and coherence, and responsiveness of a generated summary. These qualities are measured on a 5-point scale as suggested by DUC. We have posted on Facebook (i) the 186 queries extracted randomly from the AOL query logs, (ii) their respective $Q_{sum}$-created summaries, and (iii) the set of quality questions for the appraisers to evaluate.

We have also considered the ROUGE toolkit (version 1.5.5), which is widely adopted for summary evaluation. ROUGE measures the quality of a summary by counting the overlapped units between a generated summary $Sum$ and a set of reference summaries created by DUC experts using the same set of documents. The higher the ROUGE score is, the better the summarization method that generates $Sum$ performs. The $n$-gram ROUGE score is defined as

$$ROUGE_n = \frac{\sum_{R \in RefSum} \sum_{n-gram \in R} Count_{match}(n_{gram})}{\sum_{R \in RefSum} \sum_{n-gram \in R} Count(n_{gram})}$$  \hspace{1cm} (13)$$

where $n \geq 1$ is the size of the (overlapped) $n$-gram, $Count_{match}(n_{gram})$ is the number of overlapped $n$-grams in $Sum$ and the set of reference summaries $RefSum$, and $Count(n_{gram})$ is the number of $n$-grams in the set of reference summaries. We computed ROUGE-2 (unigram-based and bigram-based co-occurrence statistics), ROUGE-SU4 (trigram and 4-gram-based co-occurrence statistics), and ROUGE-BE (all co-occurrence statistics such that matched keywords have the same part of speech tag), since the DUC website includes the ROUGE-2, ROUGE-SU4, and ROUGE-BE scores of 30 multi-document summarization systems for each dataset, which we compare with $Q_{sum}$-generated summaries.

4.4 Performance Evaluation of $Q_{sum}$

In this section, we present the experimental results that quantify the performance of $Q_{sum}$ on generating high-quality summaries. A Facebook appraiser evaluates the grammar, anti-redundancy, referential clarity, coherence, and responsiveness of a summary $Sum$, whereas the ROUGE score, as introduced earlier, reflects the amount of information covered in $Sum$ that address the corresponding query (topic) substantially.

We have collected the responses on the quality questions of each $Q_{sum}$-created summary on documents in the DUC datasets, i.e., DUC 2005-2007, which were provided by the 62 Facebook appraisers who reviewed the summaries in response to the 186 test queries. The results are obtained by the comparisons of contents captured in the $Q_{sum}$-generated summaries with the ones in the reference summaries created by the DUC experts on the same set of documents. In addition, we have also compared the various ROUGE scores of $Q_{sum}$-created summaries with the ones achieved by the thirty automated multi-document summarization systems participated in DUC as depicted in Table 2.

As demonstrated in Table 2, $Q_{sum}$ achieves the highest score on non-redundancy, second highest on referential clarity and responsiveness, fourth on structure and coherence, and fifth on Grammar. The comparatively lower scores on grammar, besides structure and coherence, among the five quality measures are due to the fact that the summarization approach of $Q_{sum}$ is extractive, which is not sophisticated in
Table 2: Comparing the quality of $Q_{Sum}$-created summaries with the reference summaries created by the 30 DUC summarizers

<table>
<thead>
<tr>
<th>Achieved by $Q_{Sum}$</th>
<th>Outperformed By</th>
<th>Outperform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grammar</td>
<td>4.35</td>
<td>5</td>
</tr>
<tr>
<td>Anti-redundancy</td>
<td>4.81</td>
<td>1</td>
</tr>
<tr>
<td>Referential Clarity</td>
<td>4.01</td>
<td>2</td>
</tr>
<tr>
<td>Structure &amp; Coherence</td>
<td>3.15</td>
<td>4</td>
</tr>
<tr>
<td>Responsiveness</td>
<td>4.33</td>
<td>2</td>
</tr>
<tr>
<td>ROUGE-2</td>
<td>0.12</td>
<td>2</td>
</tr>
<tr>
<td>ROUGE-SU4</td>
<td>0.17</td>
<td>2</td>
</tr>
<tr>
<td>ROUGE-BE</td>
<td>0.06</td>
<td>3</td>
</tr>
</tbody>
</table>

connecting (i.e., combining) extracted sentences in a summary. This is not a major drawback, since $Q_{Sum}$ is ranked in the top 5 on each measure among the 30 summarizers.

Table 2 also shows that $Q_{Sum}$ achieves the second (third, respectively) highest ROUGE-2 and ROUGE-SU4 (ROUGE-BE, respectively) score(s) among the thirty summarizers involved in the evaluation. This indicates that the information included in $Q_{Sum}$-created summaries are of high quality, i.e., $Q_{Sum}$-generated summaries address a user query in a substantial way, compared with other lower ranking summarizers. Note that none of the 30 summarizers outperforms the others, including $Q_{Sum}$, in all the three ROUGE scores.

### 4.4.1 $Q_{Sum}$ Versus Google

We have analyzed the evaluations provided by 62 Facebook appraisers who have compared the time and extracted results in locating desired information retrieved by $Q_{Sum}$ and Google, respectively on each one of the 186 test queries (as described earlier). The evaluations show that it takes a Facebook appraiser an average of 63 (72, respectively) seconds to locate the desired information on Google ($Q_{Sum}$, respectively) based on the test queries.

We created another two Facebook applications, $App_1$ and $App_2$, which include a number of performance evaluation questions for another group of Facebook appraisers, other than the 62 appraisers mentioned earlier. The applications were posted under Facebook for the appraisers to provide their feedbacks.

For $App_1$, the application includes two pages in a panel, the left page displayed the (traditional) top-10 results generated by Google on a query arbitrarily created by an appraiser, whereas the right one is the $Q_{Sum}$-created summary of the 10 documents shown on the left page. The purpose of this study is to analyze whether $Q_{Sum}$-generated summaries are really useful to its users who browse through search results and enrich their search experiences. After submitting a query and examine the results displayed on each (left/right) page, an appraiser responded to each of following questions:

1. “On which system did you spend less time locating the intended information?”
2. “Did the system on the left offer vital information not contained in the system on the right?”

For the first question, the responses are 12% for Google, 6% for $Q_{Sum}$, and 82% for the same, whereas for the 2nd question, 27% said ‘Yes’ and 73% said ‘No.’ Based on the responses, we conclude that the ap-
Table 3: Facebook appraisers’ responses to different tasks posted as queries under Google and $Q_{Sum}$

<table>
<thead>
<tr>
<th>Tasks (Posted as Queries on Google &amp; $Q_{Sum}$)</th>
<th>No. of Responses</th>
<th>Prefer Google</th>
<th>Prefer $Q_{Sum}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research a Topic</td>
<td>9</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Find News on an Event</td>
<td>11</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>Find Answers to Questions</td>
<td>5</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Find Information on an Item</td>
<td>17</td>
<td>6</td>
<td>11</td>
</tr>
<tr>
<td>Find Tools/Software</td>
<td>8</td>
<td>7</td>
<td>1</td>
</tr>
<tr>
<td>Navigate to a Site</td>
<td>8</td>
<td>8</td>
<td>0</td>
</tr>
</tbody>
</table>

Appraisers have found $Q_{Sum}$-generated summaries to be useful and informative compared with the traditional results retrieved by Google. Altogether, there are 288 responses to $App_1$.

For $App_2$, the application requires the involved appraisers to (i) first identify a task that each one often performs on a search engine, (ii) create a query that represents the task, (iii) submit the query to both systems (Google and $Q_{Sum}$). Hereafter, the appraisers were asked to answer the question, “Which system helped you perform this task faster?” The tasks (which were clustered based on their similarity), the number of responses for each type of tasks, and their answers to the question are shown in Table 3. The responses have verified that $Q_{Sum}$-created summaries on results of queries for different tasks were highly regarded by Facebook appraisers than the results generated by Google, with the exception of the two tasks, “Find Tools/Software” and “Navigate to a Site.” The results are anticipated, since $Q_{Sum}$-created summaries include information on products but exclude URL links to download them, which are provided in the results generated by Google for its users to access. Moreover, finding the URL of a website $W$ using its name provided by the user is a strength of Google, while a summary on $W$ offers no such value. There are 58 responses to $App_2$.

Even though the empirical study of $App_2$ reflects that $Q_{Sum}$ cannot handle navigation-type web queries, an online report published by Wordtracker (http://www.top-keywords.com/longterm.html) on February 2, 2015 shows that out of the top 500 most popular query keywords created by web search engine users, only 51 of them include keywords explicitly specify a website, such as facebook.com, amazon.com, and ebay.com. The report illustrates that the percentage of navigation-typed web queries is not a dominating type of commonly-used web queries.

4.4.2 Query Processing Time of $Q_{Sum}$

We have measured the processing time of creating a summary using $Q_{Sum}$ based on the 186 queries from the AOL query log. The processing time required to generate a summary is less than 2 seconds on an average. While a $Q_{Sum}$ user is viewing a summary generated for the documents in a cluster, summaries of other clusters are created in sequence behind the screen, which is a time-saving process.

$Q_{Sum}$ is implemented on an Intel Dual Core desktop with dual 2.66 GHz processors, 3 GB RAM size, and a hard disk of 300 GB running under the Windows XP operating system.

5 Conclusions

Current web search engines offer users a mean to locate desired information available on the Web. In response to a user query, current web search engines, such as Google, Bing, and Yahoo!, retrieve a list of ranked documents and display each with a title and a snippet to help users quickly identify the document(s)
of interest. However, whenever a user query is ambiguous, it is very difficult, if not impossible, for a search engine to determine precisely the set of documents that satisfy the user’s information need. Moreover, since snippets are created using sentences/phrases in the corresponding retrieved documents in which the keywords in the user query also appear, they may not capture the document contents and are similar to one another and thus are not useful in distinguishing their differences. To enhance web search, we have developed $Q_{Sum}$ which summarizes the contents of each clustered set of documents on a specific topic related to a query to assist its users in identifying results of interest. $Q_{Sum}$ is a contribution to the web search community, since it handles the ambiguous problem of a search query by creating summaries in response to different interpretations of the search which offer a “road map” to assist users to quickly identify information of interest. Experimental results using well-known datasets and Facebook applications show that $Q_{Sum}$ creates high-quality summaries. The results verify that $Q_{Sum}$ is an elegant web search tool.

For future work, we plan to extend $Q_{Sum}$ so that it can process user queries in multiple languages other than English. The extension requires that $Q_{Sum}$ to be equipped with models that recognize natural language encoding schemes and handle internationalization.
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