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Abstract—Query suggestions (QS) tailored specifically for chil-
dren are slowly gaining research attention in response to th
growth in Internet use by children. Even though QS offered by
popular search engines adequately meet the information nels of
the general public, they do not achieve equivalent effecteness
from a child’s perspective. This is because children’s seah
behaviors, interests, cognitive levels, and ability to reé and
understand complex content are different from adults. Give the
ubiquitous nature of the Web, its importance in today’s socéty,
and its increasing use in education, it is an urgent need to e
children search the Web effectively. In this paper, we presgt
a QS module, denotedCQ.S, which assists children in finding
appropriate query keywords to capture their information needs
by (i) analyzing content written for/by children, (ii) examining
phrases and other metadata extracted from reputable (childen’s)
websites, and (iii) using a supervised learning approach teank
suggestions that are appealing to children. CQS offers suggtions
with vocabulary that can be comprehended by children and wih
topics of interest to them. Empirical studies conducted usig
keyword queries initiated by children, in addition to feedback
gathered through crowdsourcing, have verified not only the
effectiveness of CQS, but also the fact that children favor QS-
generated suggestions over the suggestions provided by G,
Yahoo!, and Bing.

Index Terms—Query suggestion; children; backpropagation

I. INTRODUCTION

children have difficulty understanding [3]. The discregasc
between children’s and adults’ search behaviors/intergste
further verified by the study conducted by Torres et al.
[16] who identified significant differences between queries
for a general audience and queries that seek information on
children’s content, such as average length of queries (3.2
words for children versus 2.5 for regular users). Even thoug
search engines designed specially for children, such & saf
searchkids.com, kidsclick.org, and kidrex.org, existjarity

of them are not equipped with a QS module. To aid children
with their quest for information that satisfy their needss w
have developed’@S, a QS module that offers suggestions
for children who are up to twelve-year old.

Existing query recommendation/transformation techrsque
attempt to improve a submitted keyword query through word
replacements, insertions, and deletions [5]. CQS, on therot
hand, minimizes the effort required by a child in specifying
his/her search intent by providing query recommendations,
which are N-gram suggestions, that yield the suffix to the
user’s initial keyword query. Suggestions made by CQS for
a child’s query@ follow the common design methodology
of existing web search engines, such as Google, Yahoo!,
and Bing. Instead of reformulating), these popular en-

Children regularly use search engines as the starting pojjihes offer suggestions by appending keywords to the end of
in their quest for information [18]. Unfortunately, theiearch 4 The same applies to children search engines, including
experiences can be negatively influenced by their lack @fgzsearch.com, a leading kids’ safe search engine.
skill in formulating adequate search queries. While query cqs relies on bigrams extracted from multiple reputable
suggestion (QS) modules designed for widely-used searghpsites that include content written for or by childrend an

engines facilitate query creation for a general audiertoey t

differs from existing QS modules targeting children [18],

were never designed from a child’s perspective. A 2013 surv 7] which rely on tags assigned by adults to describe chil-

shows that children spend an average of six hours a

n/teenager’'s websites for making query suggestion$s CQ

_online,l making them active web users. Furthermore, approxysq considers bigrams extracted from Simple.Wikipedia.c
imately 5% of popular search engine users are childrtat denoted SimpWiki, which is an evolving collection of doc-

explains why Goqgle plans to create.a children version of it$nents written in basic English. SimpWiki targets young
search enginé.With the growth of this segment of Internetaaders and adults learning English as a second language.

users, there is a demand for the development of QS modujgs,

tailored towards children.

Suggestions made by existing general-purpose QS modylgs

ed on the content, which includes simple vocabulary and
is written so that children can understand, CQS can suggest
aningful and useful phrases to children.

may require advanced reading level on complex topics whichCQS, a unique and novel QS module, (i) requires neither

Ihttp://g00.gl/QQAH2I
2http://goo.glixedYgq
Shttp://goo.gliTfxcEr

4We examined hundreds of suggestions made by Google, YatmbBing,
and all of them were generated by a completion-based approac



query logs, ontologies, nor user-feedback to make query TABLE |

suggestions, (ii) enhances children’s web search expt&ribyl CATEGORIES DEFINED AND USED BYCQSBASED ON INFORMATION
. . . . . . AVAILABLE AT CHILDREN WEBSITES

considering the potential multiple interpretations of weyds

ifiad i _initi ; Adventure Animals Books Comedy
specified in a user.lmtlated query, (iif) offers Sgggmdhat. Did You Know | Education | Entertainment| Health
are free from the influence of adult or generic intent, since History Music Nature Science
the main sources of information used by CQS in generating Space Sports Video World

suggestiorsare children’s documents and Library of Congress

Subject Headings that are known to be associated with efildrandom walk on the bipartite graph that is biased towards chi
literature, (iv) generates queries on-the-fly, as opposeapt dren's content. Later research [18] presents further eréran
plying expansion techniques or depending on archived gsieriments based on topical and language modeling features, such
to offer suggestions for a child-initiated query that ch@ngas topic-sensitive Page Rank and children-related voaapul
overtime, as more up-to-date children content is constergjistribution, to more effectively suggest queries for dreh.
and (v) ensures that suggested queries target topics emafo  Similar to the approaches described above, CQS does not rely
tion appealing to children in an attempt to better simulag@rt on query logs to generate suggestions. CQS, however, sliffer
search intentand facilitate their quest for useful informationfrom these QS modules for children, since, instead of using
For example, by considering topics of information, CQ$ bipartite graph, CQS considers diverse features that @im t
Correctly assumes that a child Iooking for information gSinprecise|y Capture children’s intents. More importanﬂps
the query “tiger” favors “tiger population” or “tiger cub”sa relies on content written for/by children to suggest queHs
suggestions instead of “tiger woods net worth.” opposed to relying on tags that are often provided by adults
CQS can easily be adopted to handle suggestions for diffaid may be poorly defined due to the lack of quality control
ent niche of users. For example, CQS can make suggestigisuser tags and thus can be inherently noisy [5].
for teenagers by gathering content written for/by teemmger Eickhoff et al. [7] present a two-step query expansion
besides identifying topics of interest to them, which can kgrategy for children. Given a que€y, it retrieves topr results
extracted from various web directories, such as Dmoz.coffgm various search engines and uses tags assigned to each
and websites targeting teenagers. The QS strategy degeloggrieved web page at Delicious as keywords to exp@nth
for CQS can also be adopted to make suggestions targgidition, the name of high-level semantic categories (inte
ing specific themes/topics which demonstrates the fleigbilifrom Wikipedia and the DMOZ.org taxonomy) associated
in its applicability and generality. For example, suggessi with tags are treated as expansion terms as well. While
pertaining to “sports” can be made by an extended CQSQS generates cohesive phrases to guide users in forngulatin
which extracts information of specific sport categorieshsu queries, the approach in [7] simply provides tag-relateghse
as "tennis” and "soccer”, in addition to other sport-rethteto add to the given query to locate children-related content

contents from sports websites.
P I11. OUR QUERY SUGGESTIONAPPROACH

Il. RELATED WORK Using bigrams extracted from children’s websites and well-

QS in itself is a non-trivial task for web search engin_gstaplished probabilistic/information retrieval modeGQS
designers, since it requires disambiguating user's seiarch 'd€ntifies eacrrandidate suggestiofor a user quen and

tent using very few query keywords, i.e., 2.8 words on tH@e closest:gtegoriesi.e.,_topics,_to whichQ belong. Taple I
average. If a QS module is designed for addressing chilgrefnows the list of categories defined at well-known childsen

information needs, as opposed to a general, i.e., more matmzebsites and considered by CQS. All the websites, which

audience, then it has to analyze children’s search interds dN¢!ude various types of information extracted by CQS for

behaviors, which are different from those of an adult [6]. 9€Nerating query suggestions, are shown in Table II.

While research on QS systems targeting children is Iimited,FO_r each ca_ndldate suggestlcms, CQS computes its
research work on QS systems for a general audience is rf@ﬁ'kmg scoreusing a bgckpropagat[on (BP) model [13] on a
and well-documented. Existing QS approaches for a gene'?ﬁlmberOf fef':\tures, Wh'Ch are described below. The topednk
audience [14] either adopt probabilistic methodologieane phrases, _Wh'Ch are S|_mple, easy 1o read, and bet_ter capture
ine query logs, apply strategies based on random walks,t8p'cs of interest to children, are offered as suggestion§)t

rely on ontologies, to name a few. A. Candidate Suggestions

In suggesting queries for young audiences, Duarte et &l. [17 1o determine the candidate suggestions for qu@rwith
introduce a QS module based on tags created at DeIicious.cq,m(Z 1) words, i.e., terms, CQS examines thequency of
The team constructs a bipartite graph using tags and thgécyrrenceof words that follow the last word,, in @ in
corresponding URLs, and suggests queries as a result of gategoryc. CQS identifies the frequencies of the top-five,

5Relying on content archived at children’s websites asstirasthe gen- 6Given that suggestions including seldom-occurring wonds lass likely
erated suggestions will not favor content not specificallygéting young to make it to the top ranking positions among the suggestions), CQS
audiences. For example, the suggestion “basketball wiggsierated by considers only the top-five most frequent words. In doing GQS speeds
general-purpose QS modules for the query “basketball” migdd to content up its processing time without affecting its accuracy, a fhat has been
above the maturity level of children. empirically verified.



TABLE Il
WEBSITES USED BYCQSFOR GENERATING QUERY SUGGESTIONS FOR CHILDREN

[ Website | URL | Data Used by CQS

Spaghetti Book Club www.spaghettibookclub.org/ Training phrases for BP

Good Book Recommendations best-kids-books.com/good-book-recommendations.htnlraining phrases for BP

Mother Daughter & Son Book Reviews motherdaughterbookreviews.com/ training phrases for BP

American Literature: The Children’s Library americanliterature.com/childrens-library Bigrams

Reader Views: reviews, by kids, for kids readerviewskids.com/reviews-by-age/ Bigrams

Dogo news: Fodder for young minds www.dogonews.com/ Bigrams, Categories info. & likelihood, Naive
Bayes (NB) feature (kid class)

Time for Kids timeforkids.com Bigrams, NB feature (kid class)

Kidworld www?2.bconnex.nettkidworld./ Bigrams, NB feature (kid class)

National Geographic: Kids kids.nationalgeographic.com/kids/ Bigrams, Categories info., NB feature, (kid class)

Simple English Wikipedia Simple.Wikipedia.org Bigrams, Phrase simplicity

Stone Soup: The Magazine by Young Writers www.stonesoup.com/archive/stories Bigrams, Categories info., Category likelihood,

and Artists NB feature (kid class)

BookHive: Your Guide To Children’s Literature www.cmlibrary.org/bookhive/books/ Bigrams, Categories info., Category likelihood

Reading Rockets www.readingrockets.org/article/22366 Children’s vocabulary

BigIQkids bigigkids.com/SpellingVocabulary/Lessons/wordlist | Children’s vocabulary

SpellingFirstGrade.shtml

The Game Gal http://www.thegamegal.com/printables/ Children’s vocabulary

Children’s Library archive.org/details/iacl NB feature (kid class)

Free Kids Books freekidsbooks.org/ Bigrams

Mighty Books mightybooks.com/ Category likelihood

Poetry for Kids www.poetry4Kids.com Bigrams

Gutenberg - Children’s Fiction gutenberg.org/wiki/Children’sLiterature (Bookshelf) Bigrams

Randomly Selected 10,900 Wiki Documents | www.wikipedia.org/ NB feature (generic class)

most frequently-occurred,,; words followingt,,, denoted non-stop, stemmed keywords in 41,847 training documents
f(tmstm+1), In c. For each one of the top-five wordg 1, in  extracted from children’s websites, ahf}, . is thefrequency

¢, CQS considers the next top-fivé{t,,+1, tm+2) frequency of occurrenceof termk in c.

values and so on to determine candidate suggestions in difCQS treats the likelihood value computed in Equation 1
ferent categories fof). To obtain the frequency distributionas one of the measures to determine the significance of each
of bigrams that are used in generating candidate suggsstiarandidate suggestiariS and computes theategory likelihood
CQS examines the consecutive word occurrences in the 82,880re ofC'S with respect tac, denotedC'L(C'S, ¢), as

documents belonging to the 16 categories extracted from

children’s websites (see Table 1I). Using word occurrences CL(CS, ¢) = P(c|Q). )
CQS considerg (., t,m+1) and creates phrases as suffixes of |f the probability of keywords irQ belonged to categoryis
@, which yield candidate suggestions fQr high, then a candidate suggestion originated frois treated
as amore promisingsuggestion forQ. CQS offers diverse

B. Category Likelihood g N e ] X ies tahhi

_ - query suggestions by considering various categories talwhi
Given a query@, CQS computes the likelihood of key-_ . : :

word(s) in @ matching the contents of different categoriesa.1 givenambiguousquery can be interpreted.

To determine theategory likelihoodof ), CQS employs the C. Bigram andN-gram Frequencies

multinomial model, along with the well-known Bayes’ rule s relies on frequency distribution of bigrams within
[5], to compare the probability distribution of terms inféifent  ¢51640rized documents to provide statistics of conseztim
categories using the: (> 1) terms in@Q as shown below.  occyrrences in different categories, i.e., categoriesvehio

P(elQ) = [T:%, P(kile)P(c) ) Table I. We define dermas a non-stopword keyword, which

S e LI, P(ki|C = ¢)P(C = ¢) can be pr_eceded by a sequencecohnection wprd7s For

example, if a user enters the query keyword “information,”
a suggestion “information about animals” makes more sense
than the suggestion “information animals,” since in theelat
case the relationship between the two keywords is missing. T
obtain the frequency distribution of bigrams, CQS examines
the consecutive term occurrences in the aforemention€@982,
children’s documents (including SimpWiki documents), g¥hi
P(klc) = tfhe+1 (2) are distributed across 16 categories.

e+ V]
h is th b f d k ds i 7A connection word?2] is either a preposition, a conjunction, or an article,
wnere |C| IS the number of non-stop, stemme E€YyWOras Which is treated as a stopword andrist counted as words in a suggestion

the training documents of and|V| is the number of distinct but is retained to capture the precise meaning of a suggestio

whereP(c) is the probability of observing, which is the ratio
of documents in: to the total number of documents used t
train the multinomial model(' is the set of pre-defined 16
categories considered by CQS, aRdk;|c) is the probability
that thei’” term in Q is observed inc as determined using
the multinomial model and is defined below.



We considerbigram frequency distribution of terms soE. Phrase Simplicity

that searching for related terms to a user query becomes\s indicated earlier, one of the design goals of CQS is
more efficienthan examining the frequencie_s of occurrencg offer suggestions that children can understand, i.mpls
of sequences of more than two terms which increases ttﬁ@ery suggestions. To determine thienplicity of a candidate
database size [2] for the document collection and Signiﬁyansuggestioncs, CQS measures not only whether non-stop
impacts th(_a search time fo_r terms related to a given query.words in C'S appear in children vocabulary, but also how
For a given queryQ with the only keywordA, CQS  often they are seen in web pages that are written in a simple
generates candidate suggestions@oy considering phrases, syyje_Given that texts consisting of short sentences anglsi
which are N-grams that includesd, such asABC and \yords are deemed easier to read than those including longer
ABCD in which AB, BC, andC'D are bigrams belonging t0 sentences and rare words [1], it is assumed that web pages
documents of the same categeryn generating phrases, CQSyyitten usingbasic English vocabulary andhortersentences
first considers all the frequent bigrams with the leadiig are tajlored for children. SimpWiki is such a website. Hence
Based on the statistical data as to ffeguency of occurrence e maintain a count of all the words in the entire collection
of words B that follow A, and words that follow3, and so on, 5t documents archived at SimpWiki.
CQS concatenates the bigrams such thatfeword in the A candidate suggestiof'S is ranked higher if it includes

preceding bigram is thé** word in the subsequent bigrameywords in the SimpWiki documents. CQS considers the
to generate candidate suggestions. Thus, candidate sugggsmalized frequenciefor the occurrences of keywords in
tlor)s areN-grams generated from across dlﬁergnt categor|e§i,mpWiki documents, with values between 0 and 1. A value
which are constructed based on the frequencies of word ¢g5ser to 1 for a non-stop word in a phrase indicates that the
occurrences. CQS computes tNeGram frequency score for yorq is very often found in SimpWiki, which reflects iegree
each candidate suggestiorb. of simplicity For example, the word “call” with a value 0.7
Given aC's, which is sequence of words;, ..., tn (7 > jndicates that it is commonly found in simple text documents
1) extracted from documents in CQS computes the averageys compared with “torrent”, which is assigned a value 0.0003
(NV-Gram) frequency of the sequence below. is less-frequently-used in kid’s simple text documentse Th
it b)) = flti,t) 4+ o4 f(tno1,tn) @) values of the keywords i'S areaveraged and the averaged
P tn n—1 value is referred as thgimplicity scoreof C'S.
where f(t;_1,t;), 1 < i < n, is the frequency of the bigram Simplicity vocabulary differs from the children vocabujar
made up by the word,_; followed by word¢;. A high N- introduced in Section I1I-D. First, words in the childrencad-
gram frequency value of'S indicates that, in genera(;'S ulary arenot extracted from a collection of text documents. In-
includes highly co-occurring bigrams inand is treated as a Stead, they are words that a child is expected to know. Second
favorable suggestion. a word in the simplicity vocabulary is simple but may be ab-
We consider a special case, i.¢(f;_1, EOS), where EOS sent in the children vocabulary. For example, kids are fiamil
stands for “End Of Sentence’f(t;_,,EOS captures the with “Nintendo” and “Transformers,” which aremplebased
frequency with which ternt,_; is thelastterm in a sentence. on their frequency of exposuréo children. However, they
CQS considers all the terms followirtg_,, including EOS. are not commonly-occurred words in children’s literatured
CQS appliesN-gram frequency to determine which canhence are not assigned to the children vocabulary. Quiénoft
didate suggestions should be considered favorable. Giv@rflistinguish which one of the two candidate suggestionis wi
the keyword query “football,” theN-grams “football star” all the words in the children vocabulary is more appealing
“football team,” and “football league division” are mulkgp to a kid, CQS must rely on thesimplicity scores. Consider
suggestions to be examined, which turn out to occur moie suggestions “animal park” and “animal liberation” foet
often than “football jersey” and “football kit” in the chitdn’s query “animal.” Based on the higher frequency of occurrence
documents. Subsequently, the former are more appealingoaspark” than “liberation” in children’s literature, “amal

query suggestions to children than the latter straightlyeda park” is assigned a highesimplicity scorethan “animal
on theirfrequencies of occurrence liberation.” The generated simplicity scores are reastanab

since a child is more likely looking for “parks” to take their
pets to than information about animal “liberation” movermen

D. Children’s Vocabulary

CQS determines “children-friendliness” of the vocabular')é ) S
used in a candidate suggestion by consultingoaabulary F- Children Phrase Distribution
dictionary comprised of words appropriate for children that While phrase simplicityindicates how often keywords in
were downloaded from children’s word lists posted at a query suggestio'S are used by kids, it does not show
number of children’s websites (see Table Il for details). Mvhether the words are more likely to be found in documents
a term in a suggestion is found in the dictionary, it is ass@yn pertaining to kids than in documents belonging to generic
the value of 1; otherwise, it is given the value of 0. For audience. To measure the word distributiorCeff within kids’
candidate suggestiofiS with multiple terms, CQSaverages documents more likely than in general-audience’s docuspent
the values over all the terms {fiS and obtains a single valueCQS determines itNaive Bayes (NB) classification score
between 0 and 1, which is called tilecabulary scordor C'S. using the NB model. This score captures the probability



distribution of keywords inCS that are also inchildren’s known to be suitable for children with readability levels-be
content. We trained anultinomial model[5] using 10,900 tween the K-6 grades defined by publishers and (ii) geneeated
documents randomly chosen from Wikipedia.org for the nofist of 10,749 children’s LCSH, denoted.C'S H, that describe
kid’s class and 25,115 documents from children’s websitésxt content in children’s literature using subject keyusr
(see Table Il) for the kid's class. Although the number of In examining the topical information of a candidate sugges-
documents in kid's class is more than the number in notien C'S, CQS employs Equation 6 to determine tthegree
kid’s class, it does not create an imbalance, since dociemest closenes®f C'S and children’s subject headings, denoted
in the former are comparatively shorter than the Wikipedi6lH Score. To compute the SHScore feature scor€df, CQS
documents, resulting in a vocabulary smaller than the notemparesC'S against each subject headisdg? in ¢cLCSH,
kid’s class. GiverC'S, the NB feature calculates the likelihoodand chooses thkighestsimilarity value betweer'S and the

of C'S using the Naive Bayes’ rule [5]. subject headings as the value that quantifies the degree to
_ which CS addresses themes suitable for children. The degree
G. Locality of similarity betweerC'S andS H is computed using thevord

By concatenating different bigrams in a category into a#Prrelation factor (wcf)® [15] of each (non-stop, stemmed)
N-gram phrase, some undesirable phrases, such as “gré@kd in C'S with respect to (non-stop, stemmed) wordsSiff.
language french cyclist” which consists of frequent bigsamSH Score(SH,CS) =

‘greek language’, ‘language french’, and ‘french cyclistan n . m } }
be created and should be avoided. To eliminate their cr=atio A AXgpyeercsn L Mindd o, wef (OSi, SHy), 1)
CQS determines théocality score for each candidate sug- n (6)

gestionC'S. The locality score, as defined below, which i§yhere », (m, respectively) is the number of distinct (non-

based on the.ennon Similarity measurgl2], captures the stop, stemmed) words i6'S (SH, respectively)C'S; (SH;,

same document(s) within a given categarysuch that the respectively), anducf(CS;, SH;) is the correlation factor of
smallerthe number of documents inin which all the bigrams g and SH;.

in C'S occur, theless likelyC'S is an appealing one. The Min function in Equation 6 imposes a constraint on
S, summing up the correlation factors of words in the desaipti
locality(C'S, c) = Min{S, — S S . —S.J+5, ofCSandSH.Evenifaword in the description af's (i)
ve T et T 5) matches exactly one of the words #H and (ii) is similar

wheren is the number of terms i0’S, I; (1 < i < n) is a to some of the remaining words i§H, which yields a
term inC'S, S, is the number of documents inthat include Vvalue greater than 1.0, CQS limits the sum of their simyarit
all the bigrams inC'S, and S;,;, (i, > 0) is the number of measure to 1.0, which is the word-correlation factor of agcéx
documents ire that include bigrani;l;. It is easy to see that match. This constraint ensures thatit' contains a dominant
the morebigrams inC'S, the fewerthe number of documentsword w in its description which is highly similar to few
that include all the bigrams i6'S which yields thelower the Wwords inSH, w alone cannot dictate the content resemblance
locality score. By usindvlin in Equation 5, we normalize the value ofC'S with respect toS H. Words inSH that are similar
locality score ofC'S without penalizingC'S on its length. to most of the words irC'S should yield a greate$ H Score
value than theS H Score value of words inS H that are similar
H. Subject Headings to only one dominant word irC'S. The Max function, on

It has been shown [8] that searching information on tf{8€ Other hand, ensures that thé/ Score of C'S reflects the
Web can be facilitated by searching for the topics of t Ighest S|m_|lar|ty ofC'S among aII.the subject headings which
desired information. With that in mind, we have designed Cdgost effe_ctlvely captur_es the _top|cs_,/themeG§$'. )
to examine the topics of information addressed in candidate> Candidate suggestiaiis with ahigh SH Score illustrates
suggestions and penalize suggestions that are associited Wat CS is (_:Iosely related to contents in children’s I|ter§\ture
topics/themes that are not commonly associated with (Elrrildranhd hence is t.reated_br:)/ CQSrasre favorableeompared with
content. To accomplish this task, CQS relies ldhrary of Cther suggestions witower SHScore.

Congress Subject HeadingtCSH), which is a de facto . : .

universal controlled vocabulary and constitutes the lsirgel' Ranking Candidate Queries
general indexing vocabulary in the English language. LCSH, Using the individual scores of the features introduced in
which are keywords or phrases that denote concepts, evefggtions llI-B through IlI-H, which are computed for each
or names, are employed by librarians to categorize and indgndidate suggestio@’S, CQS ranks the candidate sugges-
books according to their themes, i.e., topics. Examples t®ns belonged to multiple categories so that the kcgges-
LCSH include “Fairy tales” and “Fear of the dark-Fiction”.

To identify, among the large number of LCSH, the SUbjECtngf reflects thedegree of similaritypetween any two words CQS relies
headi th ’t dd topi f int tt h',|d z wcef, as opposed to WordNet-based similarity measures, sirfasibeen

ea |_ngs at a re_ss opics or Interest to chiidren, we pirically verified that the former correlates with humassessments on
examined LCSH assigned to 30,000 randomly selected boeksd similarity more accurately than the latter [15].



tions’ are recommended to its user by CQS. CQS relies small. However, given that (i) evaluations involving chéd
a backpropagation model to generate a single score for each difficult to conduct due to privacy constraints [17] and
candidate suggestiafi.S that reflects the cumulative effect of(ii) we only had access to students for a limited amount of
each of the seven features computed @& and determines time as each student involved in the assessment was given 15
the degree to whicl®’S is a suggestion suitable for childrenminutes to complete the evaluation imposed by their school
BP is a machine learning algorithm based on neural networksiministrators, we limited the number of queries to be assks
which learns weights associated with different inputs,, i.eo eight which allowed each student to spend an average of at
features in our case, and is often used to perform categioriza most 2 minutes on evaluating suggestions for a query.
and/or ranking tasks [9]. To determine the effectiveness of CQS and existing QS
In training the BP model for CQS, 138,579 training inmodules (considered for comparison purpose) in making use-
stances were used. Each instance includes a given nofuh-suggestions to children, we have computed Narmal-
phrase, in lieu of a query, and is associated with the seviged Discounted Cumulative Gain (nDC@lue [5] on their
different feature scores computed for the correspondinmno corresponding top-4 suggestions for each test query. nDCG
phrase and a label, which is either 1 or 0, to designgbenalizeselevant suggestions that are rankewger in the list
whether the noun-phrase is a children or generic queryecespof suggested queries.
tively. In gathering the training instances of children deg,
noun-phrases from a number of children websites, includi
spaghettibookclub.org, motherdaughterbookreviews, camal To verify the correctness of CQS, we first assessed its
best-kids-books.corf, were extracted. Training instances asoverall performance which we compared with the performance
sociated with generic queries, on the other hand, includetia number of existing QS modules. Thereafter, we evaluated
queries extracted from the AOL query léfa well-known the effectiveness of each of its features.
source of general-audience queries. 1) Combination StrategiesFor each candidate suggestion
CS, CQS generates seven different scores, one for each of the
features presented in Section Ill. In order to combine therse
In this section, we discuss the results of the empiricalisfid scores into a single one which determines ridneking of C'S,
conducted to assess the design of CQS. CQS considers different combination strategies: (i) CorhtaM
[11], which is a linear combination measure frequently used

in fusion experiments [4], (ii) Reciprocal Rank Fusion (RRF
Due to the lack of benchmark datasets to evaluate the destgp and (jii) the BP model presented in Section IlI-I.

methodology and performance of QS modules for children,\ye haye empirically verified that BP is significantly better

we turned to a number of 7- to 12-year-old children who aig,, combMNZ and RRF in combining different features of a

s h H
1°'- to 6""-grade students at a local school. During the monhyjigate suggestion based on the Wilcoxon signed-rank tes
of April 2014, we asked the students to first create keyword 2) CQS versus QS ModulesVe compared CQS with the

queries that they would like to use to conduct their searchg§s’ modules employed by Google, Yahoo!, and Bing, which

We usedeight five unigram and. three b'gram’ qUENeSs an evaluation framework similar to the one adopted by the
randomly chosen out of the 127 unique queries provided By qrs of [18], [17]. One of the strengths of our evaluation
137 elementary school students t<_3 evaluate the performagﬁ%tegy lies on the fact that we rely on children’s asseatsne
of CQS. For each qﬁlef@’ we applied C?QS to_ generate the, 4 there is no room for adult-based bias. This is because we
top-4 query suggestiort$,which were mixed with the top-4 use keyword queries initiated by children as test queries an

suggest_ions ofy offered by Gpogle, Yahoo!, and Bing, they,e top-4 suggestions selected as the gold standard arag¢ke o
three widely-used search engines. chosen by children.

Each child who participated in the study was asked to Figure 1 shows the performance of Google, Yahoo!, Bing,

choosefour useful suggestions for each of the eight tes{,y cos using the nDCG measure. The results have verified
queries, which areurctic circle, british, chocolate chipfoot- -, suggestions made by CQS are more appealing to children

ball, greek ice creaminformation andsnow The top-4 most than the ones offered by Google, Yahoo!, and Bing. CQS
frequenFIy chosep suggestions for gach test ql@rﬁr_nong shows a statistically significant improvement € 0.01) in
the choices provided by the 43 children who participated tbca with respect to Yahoo! and Bing.

the evaluation, were treated as ield standardqf Q. ) Besides analyzing the overall performance of CQS, Google,
We acknowledge that the number of queries conmder@ﬁhoo!, and Bing using nDCG, we also examined their
for the evaluation of CQS by school children is relative'%erformance at theuery level As shown in Figure 2, CQS

9 in top-k suggestions is determined by the software developer wl%ut[:)erform.S GOOgIe _'n makmg SqueSt'onS‘mr out of .the
implements CQS and is recommended to be in the range of 4 and 10 8 test queries. More importantly, CQS-offered suggestaes
10These sources include diverse content for creating sarhjiten queries placed athigher ranking positions compared to Google.

addressing multiple topics. . :
Uhitp:/Igoo.glTOICZ5 We attempted to compare CQS against other children QS

12The top-4 suggestions of CQS were used, since Google oftars medU|es [7]' _[18]1 [17] Unfo_rtunately' implementing tiees
suggestions for each query, for comparison purpose. modules requires setting up different parameters whicmate

|$g Performance Evaluation

IV. EXPERIMENTAL RESULTS

A. Evaluation Framework
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) , _ C. Mechanical Turk’s Evaluation
Fig. 1. The nDCG scores for Google, Yahoo!, Bing, and CQSeaesmrly

determined using their top-4 suggestions against the dgafitlards As previously stated, there are no benchmark datasets that
can be used to assess the performance of QS modules for
0cQs  mGoogle  mYahoo!  @Bing children. For this reason, we turned to Mechanical Fitk
§ % conduct empirical studies that allow us to further evaluate
o N . 21 the performance of CQS. We relied on Amazon’s Mechan-
4] gf | :§: ] ical Turk, since it is a “marketplace for work that requires
é - AN I\ )\ — human intelligence”, which allows individuals or business
g% bad  bhed hed PN ha DB _&_J_S to programmatically access thousands of diverse, on-déman
& o A s s O O 1 workers and has been used in the past to collect user feedback

@@ oW aod andd  ad e @ de g 0N various information retrieval tasks.
¥ Tpto T PR "°ecz‘n0°"\a‘e a7 WO 1) Relevance of CQS-generated Suggestion& con-
Fig. 2. Per-query distribution of nDCG scores for CQS, Gepiyahoo!, and ducted a survey on Mechanical Turk in which we asked
Bing, respectively appraisers to examine a set of test queries and their corre-
sponding suggestions created by CQS. For each q@gry
appraisers were required to identify, among a provided et o
explicitly articulated in [7], [18], [17]. Furthermore, tsets foyr suggestions generated by CQS &y the ones (if any)
presented in [7], [18], [17] are not available to the reskarghat were suitable and relevant for children.
community. For this reason, fair comparisons between CQSyyijle the ten test queries (with five queries in each eval-
and these children QS modules are not possible. uation form) included in the survey, which are “Disney”,
3) Feature Evaluation:To determine which feature(s) of“Lego”, “Pet”, “Transformers”, “National football”, “Art,
CQS, as presented in Sections 1lI-B - llI-H, contributef® t “Dog”, “Minecraft”, “Video”, and “Basketball player”, we
most in making children suggestions, we relied on a testlected among the query set introduced in Section IV-A that
dataset, denotedestData TestData consists of 12,000 la-address varied topics of interests for children at divecboal
beled instances, which include phrases and their correlipgn grade levels, the corresponding suggestions were gederate
scores computed for each of CQS features. These phrasesuaieg CQS. The goal of this survey is to quantify the degree
uniformly distributed among children/non-children catdgs to which queries suggested by CQS are appealing to children
and are disjoint from the instances presented in Sectieh lli(from the adults’ points of view). Based on the feedback
We analyzed the capability of each (group of) feature(spllected through Mechanical Turk in July 2014, we have
in distinguishing (non-)children phrases, which are pt&n observed that, on the average, (close to) 50% of the recommen
candidate queries. dations generated by CQS were deemed suitable for children.

To further demonstrate the correctness of the features con¥Ve are aware that each Mechanical Turk appraiser must
sidered by CQS, we computed the nDCG scores of eaf over 18 years old. We solicited appraisers of all walks of
feature using the dataset discussed in Section IV-A, intauidi life and assessed the performance of CQS by separating the
to the overall nDCG score of CQS computed using bacRpinions of appraisers known to be educators or parents of
propagation as a combination strategy. As shown in FigureY®ung children’* who have a more direct knowledge on the
each individual feature underperforms the combined featuinterests/preferences of children in terms of selectiritable
used by CQS. By combining all the features, CQS takes tHHEry suggestions, from the opinions of general appraisers
advantage of their individual strengths and greatly impsov The accuracy ratios computed based on parents/educators’
the relevance and suitability of its generated suggestions

. h . 13 .
children. The overall NDCG of CQS as shown in Figure 3, 1tps://www.mturk.com/mturk/welcome . .
Mechanical Turk appraisers were asked to voluntarily anawvguestion

which is 0.51, is a statlstlcally S'Qn'f'cant 'mprO\_/emePt<( which inquired whether they were parents/educators. Qyvesa% of the
0.001) over the nDCG score achieved by any single featureppraisers who assessed the performance of CQS were pedentgors.
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responses yield a statistically significant improvement<(

of following existing query suggestion approaches thay rel
on frequently-used queries in query logs or children’s guer
suggestion approaches that count on snippets and titles giv
by search engines to (obtain tags that can be used to) generat
candidate suggestions, CQS considers sentences in ¢tsldre
writing, children’s vocabulary/phrases, simplicity of g,
children’s subject headings, and children’s categories., (i
subject areas) extracted from various children’s websttes
generate simple and comprehensible phrases as query sug-
gestions. The novelty of CQS is its reliance on freely and
easily accessible online content/documents written byoor f
children. These resources not only allow CQS to generate age
appropriate suggestions, but they also offer differentnqua
titative measures to be considered for capturing children’
information needs, creating cohesiveness and simplicity o
keywords in suggestions, and enriching the coverage of vari
ous topics in suggestions. Experiments conducted to eealua
the performance of CQS demonstrate the correctness of the

0.05) over the ones based on the responses of the genégsign methodology of CQS and show that children prefer

appraisers, which is determined using the Wilcoxon test.
2) Evaluations on QS Module$Ve also turned to Mechan-
ical Turk to validate our claim that queries suggested by CQS
for children are more favorable than the ones generated lW
Google, Yahoo!, and Bing. To verify this claim, we conducted
another survey on Mechanical Turk, which requested thil
appraisers to identify for each test query the suggestions 3
that, to the best of their knowledge, were most suitablé
for children. The test queries in this survey are the same
gueries as presented in Section IV-C1, and the correspgndil[f‘]
suggestions are the top-2 suggestions generated by CQ§, Bin
Google, and Yahoo!. (Note that due to overlapped suggestioff]
offered by the four QS modules, there can be less than ei%&i
suggestions for each of the test queries.) We treated the t
suggestions chosen for each test qu@npy each appraiser [7]
as thegold standardfor Q. Based on the chosen suggestions,
we computed theccuracy ratioand Mean Reciprocal Rank g
(M RR). While the former quantifies the proportion of relevant

suggestions generated by a QS module, the latter compul@s

the average ranking position of the first relevant suggestio
provided by the corresponding QS module. [10]
The accuracy and MRR scores computed according to
the responses collected during the month of July of 2034
are shown in Figure 4. The results (which are statistically
significant withp < 0.05) show that appraisers often preferreHZ]
children query suggestions provided by CQS over the sug-
gestions created by Google, Yahoo!, or Bing. These findingjl
are consistent among the 65% of appraisers who were eit t
educators or parents of young children.
V. CONCLUSIONS 1ol
A Statistical report published in 2012 shows that 76% gtel
children searched information on the Internet [10]. To emea
the children’s web search experience, it is critical to ges
guery suggestion module tailored towards children’s imi@r (18
tion needs. In this paper, we have proposed a query suggestio
module, called”@ S, to suggest queries for children. Instead

[17]

suggestions offered by CQS over Google/Yahoo!/Bing’s.
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